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Pseudo-Fourier Imaging (PFI): A Technigue
for Spatial Encoding in MRI

Yasser M. Kadah and Xiaoping HuMember, IEEE

Abstract—In magnetic resonance imaging (MRI), spatial dis- TR, for added efficiency. Moreover, it is possible to update
crimination is usually achieved with selective excitation and/or the image locally with few excitations to follow dynamic
Fourier encoding. While these approaches are favorable in most o\ ants occurring in a portion of the field of view. Nevertheless,

situations, it is sometimes desirable to have an approach that _. h 2 ited telv. the si It . fi
takes advantage of both selective excitation and Fourier encoding. since each region Is excited separately, the signal-to-noise ratio

In this paper, we describe the theory and experimental results (SNR) can be rather low since no data averaging is implicitly
of a new technigue, which we will call pseudo-Fourier imaging incorporated in this process.
(PFI), that provides a flexible combination of both approaches. On the other hand, Fourier encoding achieves spatial lo-

The technique is based on a windowed Fourier transform that ot : : ;
expands the continuous object spatial distribution in terms of calization through spatial frequency or phase encoding, while

coherent states. A detailed description of the proposed technique the €ntire volume of interest is excited. By applying varying
is presented in this paper. The practical implementation of this amounts of Fourier encoding (phase-encoding steps) to suffi-
technique is described and shown to be achieveable using a set otiently sample thé:-space region of interest, the field of view
selective excitations combined with a number of Fourier encoding an be reconstructed using a Fourier transform operation. This

steps. Then, the signal-to-noise ratio of the new technique is L s o .
derived to show that it can be varied at will anywhere in the range means that the resolution in this case is in principle unrestricted

between the ratios for selective excitation and Fourier encoding. Wh”? _keeping an _excellent SNR as a direct reS_U“ Of_ the
Finally, the experimental results of implementing the technique implicit averaging in the Fourier transform operation. Since

are presented and some potential applications of the technique the entire field of view is excited each time, the technique is
such as volume imaging, dynamic imaging and magnetic reso- nowever susceptible to partial saturation as a function of the
nance angiography are discussed. time interval between excitations. Moreover, the global nature
Index Terms—Fast imaging, Fourier imaging, MRI, selective of Fourier encoding lacks the desirable spatial localization
excitation. property, making it necessary to reacquire the entire data set
to update any portion of the image.
|. INTRODUCTION The differences between selective excitation and Fourier

N magnetic resonance imaging (MRI), spatial Iocalizatio%nCOdmg are well recognized and have been carefully taken

. 4 : . - . H‘nto consideration in various applications. For example, in
is achieved using selective excitation or Fourier encod-

. : ._volume imaging, multislice imaging takes advantage of the

ing. These two approaches have rather different, sometlrrllhes rleaving capability of selective excitation to efficientl

complementary, characteristics. Selective excitation is realizegi]e ving capabllity. : : ntly
lect images with high contrast, while three-dimensional

. .. K . 0
by applying a bandlimited radio frequency (RF) pulse in th SO . o ;
presence of a slice selection gradient. The spatial resolut _ﬁD) acquisition is routinely used to obtain high-resolution,

attainable with this technique is determined by the slice profi gh-S;\lEZhlmagtt\aNs. Itn cher_tam appllcat|onts,bthe ut_se ?f e't(;]er
which is a direct function of the slice selection gradien?ne of these two techniques may not be optimal and a
mbination of the two methods may in fact be desired.

strength and the shape of the RF pulse. In forming an imag@ L . .
g b P g r example, in time-of-flight (TOF) magnetic resonance

based on selective excitation (e.g., line scanning), data .
(e.g 9 giography (MRA) [(TOF MRA)], the tradeoff between SNR,

acquired using multiple localized excitations each affecting, : . . .
a different region of the imaged field of view. Hence, R ice thickness, and contrast makes it suboptimal to use either

excitations can be interleaved within the same repetition tiMQU|t'SI'Pe or 3'_D acqwsmon.. This motivates the |ntrodu<?t|on
of hybrid techniques to combine features from both techniques.
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Fourier encoding while acquiring the data efficiently can t iy S

advantageous. e Excitation mel
More recently, the application of MRI has been extende mﬂ

to interventional and dynamic imaging studies. In most « M-Step

these applications, only a localized region needs to be e gboctive Excitolions e Phase

dated rapidly. Such applications inspired the development g ™ Encoding

several novel encoding techniques such as wavelet encoc e Acquisitions

[2] and singular value decomposmon (S\(D)-pased encod.n L 7 S Selechive

[3]. Nevertheless, problems in the practical implementatic Wy Excitation n=3

and use of these techniques for actual clinical applicatio g

hindered such techniques from becoming realistic alternativ: i M-Step

For example, the need to accurately generate many differ - Phasa

excitation profiles in both techniques is difficult in practict e ™ Encoding

especially when the profiles are rather localized. Therefore Acculsiians

spatial encoding technique that allows for fast localized imay .
updating while keeping a simple implementation procedure -
deswaple for such applications. . . . i o,

In this paper, the problem of magnetic resonance imagi it Excitation n=hg
with flexible excitation profiles acquired at a number of phas Ut
encoding steps is considered. In particular, an approach
spatial encoding based on acquiring a set of windowed Four s F.Mh'?“:p
transform (WFT) coefficients is developed. This procedure Y Encoding
shown to be a general technique representing a flexible hyk. Acquisitions

of selective excitation and Fourier encoding. In particular, th&y. 1. Data acquisition in PFlv;; refers to the use of selective excitation
proposed technique corresponds to the multislice technigiigdow @ at phase-encoding step

at one extreme and the Fourier encoding technique at the

other. The conditions under which the reconstruction Proc&S8nce, they can be used to decompose any function in this
is stable are described demonstrating that its implementatiopction space with the WFT defined as

can be readily achieved on the current MRI systems. Finally, -

the experimental results of implementing the technique on WFT(f)(mk,, nz,) :/ F(2) - w(z —nz,)

a commercial MRl machine are presented and illustrate an —oo

excellent agreement with the derived theory. . e—i2mmkoz g, (1)

In the special case when the frame functioms,are derived
from a Gaussian function, the WFT is called ti@&abor
transform[6]. More generally, the basic window is frequently
a function having compact support in either the frequency
Consider a continuous functighe L?(R), whereL?(R)iS domain or the time domain.
the Hilbert space of all square integrable functigif$f: R —  The resultant WFT consists of uniform sampling of the
C, [2o. 1/(2)]*dz < oo}, R is the set of real numbers, andphase-space, defined as the Cartesian product of the spatial
C is the set of complex numbers. A decomposition of thignq spatial-frequency domains, in what is known asGhabor
function can be obtained in terms of a set of basis functiopsgtice [7]. A stable reconstruction can be computed from
that form aframefor L*(R). A frame is defined as a family of the coefficients of this transform provided that the set of
functions{w;}, j € Z, the set of integers, in a Hilbert spaceyindow functions composed of the basic window function
H that satisfies the conditiodd||f[[* < 32,z [{f, w;)I* < and its translations and modulations is a frame [5]. In other
B||fII?, for all f in 7 and with frame boundsl > 0 andB < words, any functionf € L2(R) can be reconstructed from its
oo [4]. If the two frame bounds are equal (i.ed, = B), the WFT decomposition in this case. The technique we present
frame is called dight frame [8] An interesting class of framesin this paper, the pseudo-Fourier imaging (PFI) technique,
is the one generated from a single functiefiz) € L?*(R) reconstructs the object in the slice direction (without loss
(often called the basic window) by translation and modulatiasf generality) by measuring the coefficients of its windowed
in the form{wy,, »(2) = exp(j2rkmz)-w(z—2,)}. Examples Fourier decomposition.
of such functions are the Weyl-Heisenberg coherent states,
which have several applications in quantum physics [5]. Whe§) pseudo-Fourier Imaging
km = mk, and z,, = nz, for m, n € 2, the set of integers,
and0 < k,z, < 1, these functions form a frame fd*(R).

Il. THEORY

A. Decomposition of Continuous Functions Using Frames

Consider now the problem of imaging a one-dimensional
(1-D) object of transverse spin densify(z) that represents

LIt is interesting to note that a frame is different from a basis in that it CHhe spin density distribution in the object and the effects of
admit redundancy in its general form. When a frame is tight with a frame | . f . fthe i .
boundA = 1 and if||w||? = 1 for all j € Z, it constitutes an orthonormal relaxation as a function of the imaging sequence parameters.

basis. The signal generated by applying a selective excitation with
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Fig. 2. Block diagram of the 1-D reconstruction procedure in PFI. Starting fromMheselective excitations acquired af phase-encoding steps, the
reconstruction procedure computes Anpoint spatial distribution for the imaged object.

profile w(z) centered at,, is of the form and n takes the valuegd, 2, ---, N,. In other words, these
00 excitations have spatial profiles that represent repetitions of
T'selective(7) = / f(z) - w(z— z,) dz. (2) the same excitation profile with different positional shifts.

Equation (4) can be expressed in the form of a convolution as

On the other hand, using a hard pulse to uniformly excite
the full extent of the object combined with phase-encoding . _ . _ 5
frequencymk, yields Tmn = Tm(#n) = (o wr) (20) ®)

rpe(m) = / flz) - emiFmmkoz gy (3) where f,,(2) = f(z) - ek 2 and wr(z) = w(-z) is
-0 the reflection of the window function. Then, given an infinite
Hence, when a selective excitation centered,ais combined number of samples,,(z,), indexed byn, and assuming that

with a phase-encoding step, the resultant signal takes theandw have compact support, a Fourier series can be computed
form with respect toz,, to obtain

Tm,n = /_ f(Z) ' w(z - Z") : e—jQW"lkoZ dz. (4) an(k') = F(k + krn) : W(_k) (6)

In other words, the measured signal is the WFT coefficient
corresponding to translatior and modulationm of the Here, F(-) is the Fourier transform of the signal intensity,
basic windoww(z). As a result, by properly choosing theW(-) is the Fourier transform af(-) ignoring a multiplicative
selective excitation profile such that the basic window arwbnstant, andk,, = mk, is the spatial frequency of the
its translations and modulations form a frame f61(R), the phase-encoding frequency step. Hence, if the excitation
object spatial distribution can be reconstructed. An importaptofile w(-) has a compact supporR,, (k) will essentially
observation that should be noted here is that the acquireel a windowed version of the original Fourier transform of
coefficients are exactly the result of the continuous integratitime object. Moreover, it can be seen that the effect of phase
form, not of a discrete approximation. encodingk,, in this formula is to shift the center of this-
Hence, to apply the theory, RF excitation functions argpace window to scan different parts of thespace. Hence,
chosen to be members of the class of functions with spatiat properly selecting the number and step of phase encoding
profilesw(z — nz,), wherew(-) is a basic windowg, is the such that the translates of the Fourier transformed windowing
separation distance between neighboring selective excitaticfusiction cover the: k-space interval of interesg'(k) can be
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EH w(x) W(k) the k-space to be covered in the reconstruction. Given that the

A rra A
Gradient FT

received signal is actually a windowed version of the original
Fourier transform off, the sampling scheme is dictated by this
much narrower spectrum. The second validity condition is that
the set of windows used in the reconstruction form a frame for
L%(R). It can be shown that this condition is satisfied when
k, -z, < 1 and the combined support of the basic window
and its translations in either the time or the frequency domains
forms a complete cover to the real line in that domain [5]. This
condition can be alternatively visualized from the fact that the

RF Pulse Spatial k-Space reconstruction formula will have poles when the support of
Temporal Window Window the denominator contains some “holes.” It should be noted
Envelope that this condition does not require the support of the different

Fig. 3. Excitation profiles for PFIl. A rectangular excitation pulse yields §hi_fts Of_the basic window to be_ nonoverlapping, i-e-’_ their
Sinc profile in the spatial domain which in turn provides a rectangular windownion being what could be termedight cover of the real line

of the k-space of the imaged object. R corresponding to the spatial frequency. Nevertheless, any
degree of overlapping is an inefficiency in the implementation
computed from since some parts of the-space will be covered more than

once during the data acquisition. This translates into extra
acquisition time since more phase-encoding steps will be
needed to form thé&-space cover. An efficient implementation

M
an (k - krn)
1

Fk) = ";4: (7) should, therefore, be as close as possible to a tight cover.
W(=k+km)
,; [ll. EXAMPLE OF APPLYING PFI THEORY

whereM is the number of phase-encoding steps. The conditionAS an example of the above theory, let us now consider
that guarantees the validity of (7) is that the basic windoif?® case when a square pulse is used. That is, the basic RF
and its translations and modulations form a frame.f¢R). €Xcitation envelope function is given by
Moreover, it is possible to reconstruct a limitgdspace 1 for[t| <7/2
representation of the object by acquiring a finite set of the E(t) = {0 for [t| > /2 (8)
WEFT coefficients to uniformly cover the phase-space area of
interest. It should be noted that this reconstruction is a speciglerer is the temporal support of the pulse. The spatial profile
case of the general framework described by Daubechies [8].u#z) Of this excitation is approximately a Sinc function peaked
practice, when a finitéV, is used, a discrete Fourier transforn@t the slice location for flip angles below 30n this case, the
(DFT) instead of a complete Fourier series is used, generatifigPace windowV (k) of PFI approximately takes the form of
F(k) on a discrete grid determined by the Nyquist criteria. THerectangular window as shown in Fig. 3. To assess the validity
implication of this approximation is addressed in Section VIPf this approximation, the slice profiles were computed from
Block diagrams of the data acquisition and the 1-D reco#e exact solution of the Bloch equations [9] for the above
struction procedure of PFI are shown in Figs. 1 and 2. THF excitation at different flip angles and the results are shown
data are collected usingV, selective excitations combinedin Fig. 4 The corresponding-space window shapes of PFI
with M phase-encoding steps. The points from differe§omputed by Fourier transforming the excitation profiles are
selective excitations collected at the same phase-encoding $@@wn in Fig. 5. Thek-space window profiles in Fig. 5 are
m [which correspond tor,,,(z,) in the derivation] are put provided to show the limitations of the ideal profiles and to
together and passed through a Fourier transformation stagdltstrate the form of the nonideality beyond this limit, which
obtain R,,,(k). By collecting the contributions from differentis necessary to derive the denominator in (7). As can be seen,
phase-encoding steps and passing the outcome throughtighapproximation of a Sinc excitation profile and a rectangular
inverse filter representing the denominator of (7), the spatfaispace window asserted above is valid. The spatial frequency
distribution of the object is computed by applying an inversgan of the excited profile is approximately equatyto - 7,

Fourier transformation. where~ is the gyromagnetic ratio and is the slice selection
gradient in use.
C. Formal Reconstruction Stability Conditions Suppose now that we would like to obtain a bandlimited

L . space approximation of the imaged object withiBW,,,,,./2,

It is important here to state and discuss the formal COQthere BW,., is the bandwidth of interest. To satisfy the
ditions under which the above procedure is valid and thg., gt ction stability conditions, the support of the excitation
reconstruction is stable. First, in (7), to be able to invoke aqy, 4 pe related to the number of required phase-encoding
DFT approximation of the Fourier series without encountenn&epsM as
aliasing problems, the sampling alongshould satisfy the
Nyquist condition. This requirement is clearly determined by M- (v-G-7)>BWy,0rr > BWonax 9

the basic window used in the data acquisition, not the extent of M.v-G
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Fig. 4. PFI spatial excitation profiles using a rectangular RF pulse at different flip angles. The deviation from the ideal Sinc profile is eviddlip aingjigis.
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Fig. 5. PFI k-space windows when a rectangular RF pulse is used at different flip angles. The ideal rectangular shape is possible to achieve only
at low flip angles.

The spacing of acquired selective excitations should satigfyspace are acquired only once, making this implementation
the Nyquist criterion for spatial frequency bandwidthG -7, most efficient in acquisition time.
i.e., Ny/L >~ -G - . Consequently, the required number of

selective excitationsV, for an object of length’. is given by V. SIGNALTO.NOISE RATIO OF PEI

N > ceiling{%}. (10) Now let us consider the SNR ratio in the tight cover case of
M the new technique. This particular case was selected to avoid

The object’s Fourier transform is constructed by concatenatitige implicit averaging effects encountered in the general form
segments of it from different excitations as shown in Fig. &f the technique due to multiple acquisitions of the same data,
It is worth noting that in the above example the coverage tifus allowing the direct comparison with conventional Fourier
the k-space can be madeght. In this case, all parts of theimaging. In this case, the reconstruction formula can be put
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in the form where M - Ny = N, the total number of points. Since
M the noise components in thk-space samples are uncor-
F(k) = Z H(=k + k) - Ron(k = k) (11) related, th% noise in the final im.age .is given a$ ~
N0, o2 320 |H(kw)|?/(M - N,)] if H is constant on its
) ) ] ) support. It can be seen that the noise power is independent of
where H(k) is an inverse filter function that has the samgg |ocationz and therefore will be uniform in the resultant
support asW (k) and is equal to its reciprocal within thatimage. It should be noted the noise in different pixels will be
support. We will assume that the only source of noise {$related when an inverse filtdi (k) # 1 is applied. Two
the random noise arising from the combined resistance Gfecial cases of interest should be pointed out from the above
the imaged subject and the receiver coil. Assuming that expression. In the first case of volume imaging whate= 1
selective excitations at/ phase-encoding steps are acquiregng 77 — N, the noise variance i52/N. On the other hand,
to reconstructV = N, x M points, these samples undergo thg,; the second special case of selective excitatiip,= N

m=1

following steps in the reconstruction process: and M = 1 and, therefore, the noise variance is simpf;
1) Ns-point discrete Fourier transform; These two values mark the two ends of the range of possible
2) inverse filtering (scaling by constants); values for the noise variance. Other values within this range
3) N-point inverse discrete Fourier transform. can be achieved with the choice df, and M of the PFI.
These steps can be described mathematically as follows. FirstAnother important ratio that can be computed for PFI is the
the acquired samples take the form efficiency figure of meritdefined as
N oo —j2mky 2 = SR
7’m(zm) = /_Oo f(Z) : w(z - Zn) e’ dz + Nm,n 1 \/m (16)

(12)  wheretime refers to the acquisition time. This ratio is used

. mainly to compare different imaging techniques. For example

N ~J 2 B . . . . . !
wher_e ", m N((.)’ o), ass_u_med to be an mdependen&vhen we compare selective excitation to Fourier imaging, we
and identically distributed additive zero-mean Gaussian whi

noise with variances2. Hence, the noise contamination o tain

different samples are assumed to be uncorrelated. Given the Mourier _ /77 (17)

N, samples obtained at a phase-encoding stepn N,-point TSelective

discrete Fourier transform is applied thus yielding where imaging times are assumed to be the same for both

techniques. Similarly, the comparisons between PFI and these

Bon(k) = DET{70(20)} = F(k + ki) - W(=E) + 72t m two techniques can be computed as follows:

(13) -
_ _ _ MPFL N 18
wheresy ,, ~ N (0, Nyo?). Since the discrete Fourier trans- m - |\~ (18)
form is an orthogonal transformatiofy, ., values are uncor- |H (k)|?
related. m=1

The next step in the reconstruction process is the possibied
use of inverse filtering to restork-space window shapes to i 1
the rectangular shape. The measuviedpace window can = |\~ (19)
deviate from a rectangle either by the choice of desited Fourier |H (k)2
space window or due to RF pulse nonlinearity for large flip 1

angles 30°) in a square pulse implementation. This process o ] . )
can be expressed as It should be noted that the efficiency figure of merit described

. here does not take into account slice interleaving. Therefore,
Ry (k) = Rp(k) - H(=k) = F(k + km) + 7, m.  (14) the actual efficiency for selective excitation and PFl may be
] higher in practice. It is also interesting to see that the tight
Now the noise term become®, ., ~ N[0, Nso?|H (k)] coverage of thei-space leads to the best efficiency in terms
In the ideal case of a rectangular profil,(k) = 1 and of acquisition time, and not necessarily in terms of the SNR

ik,m ~ N(0, Nyo?). Since this step does not involve anyyhich depends on the shape of the tight coverage.
mixing of k-space samples, the noise within each of these

samples continue to be uncorrelated after inverse filtering.
In the final step, the fullk-space is composed by the _ o
direct sum of these pieces and an inverse discrete Fouries a general encoding method, PFI can be applied in a

transformation IDFT) is performed to obtain the final image.number of areas in MRI. In the following, three possible
That is applications are discussed in some detail as examples.

m=

V. POTENTIAL APPLICATIONS OF PFI

M )
f(z) =IDFT{F(k)} = IDFT{ Z Rk — km)} A. Volume Imaging
Currently, volume imaging is performed through either the
=f(z) +n, (15) acquisition of multiple thin slices or phase encoding in the

m=1
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slice interleaving which allows the use of suitalil& values
for proper contrast. On the other hand, multislice imagin
suffers from slice profile limitations as well as low SNR.
With PFI, interleaving can be used to excite the slabs whil T
keeping Fourier encoding to provide better resolution an, [

SNR. Moreover, the tradeoff between these characteristics ¢ I *

slice direction. Multiple slice acquisition has the advantage ¢ * |—|
F

be controlled flexibly through the selection of the number ¢
selective excitations and phase-encoding steps.

B. Magnetic Resonance Angiography (MRA) & IE
In MRA based on time-of-flight contrast, problems are " E

often encountered in association with both two-dimension:

(2-D) (multislice) and 3-D (thick volume) approaches. The

2-D acquisition provides excellent flow contrast, but has it

limited slice resolution and SNR. On the other hand, whilz_ —

the SNR and slice thickness are not problematic in 3-1 ETRmT| |

acquisition, saturation of the moving spins in the blood fron

repeated excitations degrades flow contrast. Hence, a hyb s« 1

between the two techniques can be advantageous. PFI provides A diaaram of the 3.D pulse sequence used o imolement PEL in the

a natural vehicle for such a hybrid technique. It should Bg%. i seion P 9 P

noted here that PFI is different from the multiple overlapped

thin-slab acquisition (MOTSA) technique which is based on

conventional Fourier imaging [1]. Moreover, MOTSA sufferdolume data were acquired for a standard resolution phantom

from a high degree of redundancy in data acquisition as a reddivhich the PFI technique was used to reconstruct the slice

of overlapping between consecutive slabs. In contrast, PFI ¢éifection. A diagram of the pulse sequence used is shown

be implemented without any redundancy in data acquisitioin Fig. 6. The data were obtained using a FLASH sequence

[15] with a nominal flip anglex of 25°, a T'R of 15 ms,

C. Simultaneous SpadeSpace Localization and aTE of 6 ms. A 512us square excitation pulse profile

. - o was used in the presence of a 2.9-mT/m gradient for selective
An important propgrty qf PFI IS its ability to represent,, citation. The number of acquired selective excitatiaNg) (

events that are localized in both image space Argpace. was 19 and they were 16 mm apart. In addition to the in-plane

This ?S pa&icularlytct;f inter:est in such :t:lpg)li;?ftionstas dt{wn%méqﬁ]coding (25.6-cnx 25.6-cm FOV and 256& 96 matrix), the
imaging. Many authors have suggested difierent methods i ,pe - of phase-encoding steps along the slice direction for

reducgd data acquisition,_ eit_her in thespace or th_e spatial the pseudo-Fourier techniqué/() was 16. The data were
domain [10], [11]. The objective of these methods is to obtale\" ;sed 1o reconstruct a total of 304 slices 1-mm thick

fast updates of the dynamic information within a given imag%sing (7). Reformatted images along the PFI and frequency

Wavelet_enc_odlng can be_ potentially used t_o I|_m|t the dyna_mé%coding directions from the volume data reconstructed using
information in both domains [2]. However, its implementatio

. b i . cal. f 121 1 Fl are shown in Fig. 7 along with a zoomed version to show
is cumbersome, if not impractical, for many reasons [12], [ e 1-mm bars obtained with both PFI and conventional 2-D

'I:Sd'm(t:#lt w;)pracgce n ?.dd't'?r,:hto Its prghllt;mvgly ItOWhSI.\IR' technique was used in the horizontal direction. The images
rom the above description of the pseudo--ourier tec n'q,u?thibit 1-mm resolution in the PFI direction, in agreement with
can be seen that PFI readily permits reduced data acquisi

YRt the PFI th dicted. Th ison between th
in both domains. For example, to reduce the updatspace a e eory predicie © comparison NEWeen 1he

dat . v the | h di ¢ teé/o images indicates that the new technique provides a similar
ata, one can acquire only the low phase-encoaing Steps. ;2 tion as the conventional Fourier encoding. Nevertheless,
the other hand, when the dynamic event is knoavpriori

. - . ; the flexibility of th techni [ bining desirabl
to be localized to within only a small portion of the imag © TeXIDIly of "1e new tecnnique in combining cesirable

- : € IMaG€eatures of multislice and volume imaging will be beneficial
one can limit the number of updated selective excitations. D many applications

this case, the pseudo-Fourier technique will only acquire thoseExampIes of using PFl in MRA are shown in Figs. 9

se!ective egc!tations that are localized ground the dynan}j{ﬁd 10 for effective spatial window thicknesses of 8 and 16
object, providing a better temporal resolution for the dynamh“.lm, respectively, (i.e., separation distance of translated spatial

imaging sequence. windows). A volume of 206k 200 x 128 cn?¥ was covered by

a 256x 192 x 128 matrix with PFI in the third dimension. The

total acquisition time in both sequences was 12 min. As can be
To experimentally demonstrate the new technique, PFI wasen, the smaller window provides better detail while the larger

implemented on a 1.5-T SIEMENS Magnetom Vision MRvindow has a better SNR. The images also exhibited good

scanner (SIEMENS Medical Systems, Erlangen, Germanygssel contrast despite the fact that the sequences are not yet

VI. EXPERIMENTAL VERIFICATION OF PFI
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Fig. 9. MIP images obtained with PFI with spatial window size of 8 mm.
PFI was used to encode the axial direction (indicated by arrows). Imaging
parameters were: flip angle of 40°, aT R of 15 ms, and & E of 6 ms.

The advantage of PFl is exhibited by the smoothness in the PFI direction and
the visualization of small vessels (indicated by black arrow heads).

Fig. 7. Experimental result of imaging a resolution phantom with PFI. Th
PFI images (left) exhibit a similar resolution to the comparison image
obtained with Fourier imaging (right) in the PFI direction (horizontal),
Imaging parameters were: flip angle of 25°, aT'R of 15 ms, and d&'E
of 6 ms.

Fig. 10. MIP images obtained with PFI with window size of 16 mm. PFl was
applied to encode the axial direction (indicated by arrows). The images are less
noisy but provide poorer visualization of small vessels. Imaging parameters
were: flip anglex of 40°, aT'R of 15 ms, and & E of 6 ms.

Iarni
Hig

excitations covering these regions while the full data for the
other slices was used in the reconstruction. As can be seen,
the resultant image exhibits a localized low-resolution portion
in the corresponding slice locations. In the case of using five
steps for one slice, the image portions corresponding to this
slice in the volume of interest can be updated at a rate of 75 ms

Fig. 8. Zoomed version of the bottom images shown in Fig. 7. PFI W:t‘sar each image in the volume. It should also be noted that

used in the horizontal direction of the left image and is clearly comparable ) . . ) '
Fourier imaging used in the right image. This can be particularly seen froalthough a pseudo-Fourier encoding was applied in the slice
the 1-mm resolution bars indicated by the arrow heads. direction, it can be applied in the phase-encoding direction as

was demonstrated for wavelet encoding approaches [2] and

il il

optimized. Sequence optimization includes the choice of tHae SVD [3].
imaging sequence timing paramet&'® and7E, the choice
of the spatial window width, and the sequencing of different
selective excitations within the 3-D imaging sequence. To illustrate the hybrid nature of PFI, two extreme cases of
To demonstrate the potential of PFI for dynamic imaghe technique can be considered. In the first, when the excita-
ing applications, the spatial/k-space localization property i®n profile covers the entire volume, the technique becomes
demonstrated in this example. This experiment aimed at dquivalent to the conventional Fourier volume imaging. In
lustrating the capabilities of PFI in reconstructing selectdtlis case, the number of points in the PFI reconstruction is
portions of an image with a different resolution, chosen tequal to the number of phase-encoding stéps M) with a
be lower than the rest of the image in this example. Imagsimgle slice (V; = 1). This represents the approach in volume
were reconstructed with various amounts of data omitted itmaging where thé-space is sampled by phase encoding. On
simulate reduced data acquisition. In Fig. 11, different portionise other extreme, when the excitation profile is very thin, PFI
(indicated by an arrow) of the images in (b) and (c) wereorresponds to the conventional multislice imaging. This is the
reconstructed using fewer phase-encoding steps. This wase when the number of points in the PFI reconstruction is
done by using only five encoding steps for the selectivrjual to the number of selective excitation§ & N,) with

VII. DISCUSSION
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Fig. 11. Example of spatidlfspace localization capabilities of PFI for potential use in dynamic imaging: (a) full PFI reconstruction, (b) rédsipade
acquisition in one PFI selective excitation, and (c) redueegpace acquisition in three PFI selective excitations. The arrow heads in (b) and (c) indicate the
regions where reducektspace data acquisition was used. Imaging parameters were: flip argfl@5°, a T'R of 15 ms, and & E of 6 ms.

no phase encoding appliedf( = 1). Therefore, by selecting is that the phase-space plane in the wavelet encoding is
the parametef/, one can move anywhere between these tveampled nonuniformly, unlike with PFI where it is uniformly
extreme cases to obtain a tailored hybrid technique for teampled on a Gabor grid. Consequently, the windows used
specific application at hand. in wavelet encoding are usually overlapping and of different

Because the:-space window used in PFI is compact, itsvidths, whereas the windows in PFI are constant in width. The
spatial representation, i.e., the excitation profile, is infiniteariable window width for wavelet encoding makes it difficult
in extent. Consequently, the convolution in the right-han implement and prone to low SNR.
side of (5) also has an infinite spatial extent in principle. The computational complexity of PFI is estimated to be
In practice, a finite number of selective excitations are use@(N log N) flops for reconstructing aV-point line. This
and therefore only a truncated version of the convolution é&stimate is independent of the window shape used (or equiv-
sampled. This truncation necessitates the use of a discraliently the basis functions used) with a possible increase in
Fourier transform instead of a complete Fourier series. Daequisition time in the case of overlapping windows (over-
to the implicit assumptions of the discrete Fourier transforrmpmplete frame). This presents a significant reduction of the
the resultantR,,,(k) is blurred by the Fourier transform ofreconstruction complexity over encoding techniques using
the finite sampling window. This blurring is usually negligibleHadmard or wavelet basis functions which have reconstruction
since the effective support of the convolution is often smallalgorithms with a potential complexity @P(N?) flops. This

As an unconventional spatial encoding technique, an inteeduction in the computational complexity amounts to several
esting comparison arises between PFI and other experimentalers of magnitude reduction in the reconstruction time with
techniques such as SVD or wavelet encoding. The SMEFI. The main reason for this reduction is the special structure
technique is based on the availability afpriori knowledge of the PFI basis functions which allows the use of the fast
regarding the object to be imaged [3]. Using this knowledgEpurier transform (FFT).
it may be possible to determine a reduced set of acquisitionsThe performance of PFI in the presencel%finhomogene-
to obtain data relative to a basis that results in images thigt can also be easily understood. Since the slice profile is
are closest to the original in a least-squares sense. The nthm same for all excitations, the associated gradient strength
problem for the SVD technique arises from the availabilitis uniform all along the experiment time. Given that tBg
and applicability of the needed priori information [14]. inhomogeneity effect depends mainly on the gradient strength
This is especially problematic in applications such as dynamaad that the reconstruction process involves only Fourier
imaging where the image content may undergo drastic changresmsformations, the effect of magnetic field inhomogeneity
in a dynamic event. In other words, the singular values of thell be very similar to that encountered with Fourier imaging.
dynamic information may not be similar to those of the statithe stronger the field gradient, the less the image distortion
images knowna priori. The pseudo-Fourier technique doesesulting from the magnetic field inhomogeneity becomes.
not assume such priori description of the imaged object. In experimental studies described in this paper, a small

Let us now compare PFI with the wavelet encoding tecfflip angle is used to avoid the nonlinearity effect of the RF
nigue [2]. The motivation of implementing wavelet decompulse which is evident in the calculated excitation profiles.
position in most of its original applications is to have basik principle, the nonidealities of the excitation profile can be
functions maintaining localization properties in both the spaorrected for by inverse filtering in PFI, and the use of low
tial and k-space domains. This translates into less ringirfip angles is not necessary. Nevertheless, the inverse filter may
artifacts in both domains while retaining the completenes®t be desirable as it leads to a lower acquisition efficiency
and invertibility of the transform. Both wavelet encodingand some loss in the SNR. At this point, a full analysis of
and PFI techniques are based on reconstructing the objinet performance of PFI as a function of flip angle has not
through obtaining windowed versions of the object spectrurbeen performed. Such an analysis will be beneficial in the
The main difference between the wavelet encoding and Réfitimization of PFI.
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VIIl. CONCLUSIONS

The theory and experimental verification of a novel spatia[5]
encoding technique, PFI, was presented. The new technique
is based on a uniform sampling of the phase-space plane i
a Gabor grid and allows for controlled mixing of selective
excitation and Fourier encoding. The technique has potential
applications in many areas such as volume imaging, magnetigj

resonance angiography, and dynamic imaging.
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