METHODOLOGIES FOR PROTEIN
INTERACTION EXTRACTION FROM
BIOMEDICAL ABSTRACTS USING A LINK
GRAMMAR PARSER

By

Rania Ahmed Abdul Azeem Abdul Rahman Abul Seoud

A thesis Submitted to the
Faculty of Engineering at Cairo University
In Partial Fulfillmern of the
Requirement for the Degree of
DOCTOR OF PHILOSOPHY

In

SYSTEM AND BIOMEDICAL ENGINEERING

FACULTY OF ENGINEERING, CAIRO UNIVERSITY
GIZA, EGYPT
Juy 2008

/



METHODOLOGIES FOR PROTEIN
INTERACTION EXTRACTION FROM
BIOMEDICAL ABSTRACTS USING A LINK
GRAMMAR PARSER

By

Rania Ahmed Abdul Azeem Abdul Rahman Abul Seoud

A thesis Submitted to the
Faculty of Engineering at Cairo University
In Partial Fulfillment of the
Requirement for the Degree of

DOCTOR OF PHILOSOPHY
In

SYSTEM AND BIOMEDICAL ENERINES

Under thesupervisionof

Prof. Dr. Abou-Bakr M. Youssef Associate ProfDr. Yasser M.

Kadah
Biomedical Engineering department Biomedical Engineering department
Faculty of Engineering Faculty of Engineering
Cairo University Cairo University

Associate Prof.Dr. Nahed H. Solouma
Lasernstitute
Cairo University

FACULTY OF ENGINEERING, CAIRO UNIVERSITY
GIZA, EGYPT
Juy 2008



METHODOLOGIES FOR PROTEIN
INTERACTION EXTRACTION FROM
BIOMEDICAL ABSTRACTS USING A LINK
GRAMMAR PARSER

By

Rania Ahmed Abdul Azeem Abdul Rahman Abul Seoud

A thesis Submitted to the
Faculty of Engineering at Cairo University
In Partial Fulfillment of the
Requirement for the Degree of
DOCTOR OF PHILOSOPHY

In

SYSTEM AND BIOMEDICAL ENGINEERING

Approved by

Examining Committee

Prof. Dr. Abou-Bakr M. Youssef Thesis Main Advisor
Associate Prof.Dr. Yasser M. Kadah Advisor
Prof. Dr. Samia Mashaly Examiner
Prof. Dr. Mohamed Emad Mousa Rasmi Examiner

FACULTY OF ENGINEERING, CAIRO UNIVERSITY
GIZA, EGYPT
Juy 2008



Table of Contents

list of tables

List of figures

List of Abbreviations
Adknowledgement

Abstract

Publications

(HAPTEH. Introduction

1.1 Justification of the Study

1.1.1 Tissue engineering

1.1.2 Bioinformatics

1.1.3 Tissue engineering and bioinformatics
1.1.4 Alexandria University's project

1.1.5 PIEL@nd Tissue Engineering

1.2 Objectives of the study

1.3 Thesis Organization

CHAPTER INFORMATIONEXTRACTION

2.1 Information Retrieval (IR)
3.1.1 Boolean queries and index structures.

2.2 Natural language processing: Genktachniques

Vil

viii

Xi

11

13
13

14



2.2.1Tokenization.

2.2.2 Part of speech tagging.

2.2.3. Parsing and shallow parsing.

2.2.3.1. Full versus shallow parsing in IE.

2.2.3.2. Syntactic Roles versus Semantic Roles.
2.3 Information Extraction (IE)

2.3.1 Information extraction for bioinformatics

2.3.2 Survey of Named Entity Recognition techniques
2.4 Biological Context

2.4.1 Central Biological Concepts

2.4.2 Proteinprotein interactions
2.5 Biomedical Sources of Information

CHAPTERS INFORMATIONMEXTRACTIORYSTEMA SURVEY

3.1 Information Extraction Techniques
3.1.1Ceoccurrence based approaches
3.1.2 Rulebased approaches
3.1.2.1 Pattern matching.
3.1.2.2 Natural Language Processipgsed systems
3.1.2.3 Machine learning Approaches
3.2 Most common PPI's Extraction Systems
3.2.1 PIES, a Protein Interaction Extraction System
3.2.2 MedScan

3.2.3 PreBIND and Textomy

14
15
17
17
18
19
20
21
25
25
26

27

30
30
31
33
34
37
39
39
41

43



3.2.4 BioRAT

3.2.5 GeneScene

3.2.6Link Grammar Parser i Based systems

3.2.6.1 ProtExt
3.2.6.2 IntEx
3.2.6.3 BioPPIExtractor

3.5 Conclusions

CHAPTER SYSTEMARCHITECTURE

4.1 Sentence Segmentation and tokenization

4.2 Named Entity identification and conversion

4.3 Simple Figring and Transformation

4.4 Preprocessor
4.5 Link Grammar Parser and
4.6 Interaction Word Tagger

4.7 Interaction Extractor (IE)

CHAPTER LINKGRAMMAR

5.1 Some Important Links

5.2 The Link Grammar Parser

Link Grammar

6.2.1Link Grammar Parser's Dictionary

chPHdPH [ Dt Qa

5.3 Lingua::LinkParser

5A00A2Y I NE

9y KE YO

44

45

a7

48

48

49

50

53

54

55

56

57

58

61

66
67

69

72



5.4 The Link Parser Application Program Interface (API) 73

CHAPTER INTERACTIORXTRACTORIODULE

6.1Introduction 76
6.2 Information Extractor Algrithm 77
6.2.1 The main verb is an interaction word 77
79

6.2.1.1 ldentifying the main verbs
6.2.1.2 Rules for Verb Prediction 80
6.2.1.3 Rules for Subject Prediction 81
6.2.1.4 Rules for Object Prediction 84
6.2.1.5 Rules for Modifying Phragerediction 85
6.2.2 The main verb is not an interaction word 87
6.2.3Phrasalprepositional Verbs Patterns 90
6.2.4 Nominal form 92

(HAPTER RESULTS ANEVALUATION

7.1 Results 95

7.1.1Classification of required forms 96

7.2 Evaluation 100
7.2.1The First Phase of the Evaluation Process 100
7.2.1.1 Algorithm 100
7.2.1.2 Recall Analysis 101
7.2.1.3 Precision Analysis 103

7.2.1.4 The corpus 104



7.2.1.5 Results for the first evaluation step 105

7.2.1.6 Error Analysis 107
7.2.1.7 Link Grammard?ser Errors 108
7.2.1.8 Discussion about the First Phase 109
7.2.1The second Phase of the Evaluation Process 111
112
7.2.2.1 Cytoscape
7.2.2.2 Algorithm 113
7.2.2.3Examples implementing the three steps 114
7.2.23.1 Collagen, type | (COL1A1) 115
7.2.2.3.2 Transforming Growth Factor, beta 1 (TGFB1) 120
7.2.23.3 Dentin Matrix Proteinl (DMR1) 125
7.3 Discussion about the second Phase 129

CHAPTER 8 CONCLUSION AND FUTURE WORK

8.1 Conclusions 130
8.2 Future Work 133
8.2.1 Anaphora Resuotion: 133
8.2.2 Handling negations 133
8.2.3 Handling more forms 134
References 136
APPENDDA Sample of Covered Sentences 155

List of Tables



Table No. Page No.
TABLE (4-1):

Direct and Indirect Interaction Words 66
Table (42):

Examples ofnteraction words. 68
Table (6-1):

(Algorithm 1): Algorithm for Interaction Extractor 85
Table (71):

Linguistic variation of the interaction words in various 98
contexts.

Table (72)
Recall of PIELG when compared with BioGRID database 102
Teble (7-3)

Recall comparison of IntEx and BioRAT from 229 abstr:
when compared with BioGRID database

Table (74)

Precision results for PIELG system, when compared 104
BioGRID database.

Table (75)

Precision comparison of IntEx and BioR#dm 229 abstracts 104

Table (76)

Protein interactions identify by PIELG for COL1A1 115
Table (#7):

Protein interactions of COL1A1 identified BioGRID 116

Table (78):



Protein interactions identify by PIELG faiGFB1
Table (79):

Protein interactions of TGFBl1dentified by BioGRID
Table (#10):

Protein interactions identify by PIELG f@MP-1
Table (#11):

Protein interactions ofDMP-lidentified by BioGRID

120

124

125

126



List of Figures

Figure No. Page No.
Figure (21):

Architecture of a typical Information Extraction system.. 18
Figure (41):

PIELG System Architecture. 19
Figure (51):

Link Grammar Representation of a Sentence 19
Figure (52):

A sample parse, with links 20
Figure (53):

A sample parser output with links. 33
Figure (54):

The linkage given by the Link Grammar Parser for 139
sentence "DMPLl regulates DSPP during odmblast
differentiation."

Figure (55): 40

Some linking requirements

Figure (56):

Linking requirements and inferred links. 48
Figure (57):

The output of the code 49

Figure (61):



Verb as adjective
Figure (62):
Pruning verb phrase
Figure (63):

Adjectives as verbs

Figure (6-4):
He+ plays
Figure (65):
Men --t eat
Figure (66):
him + hit + She
Figure (67):
John+was
Figure (68):

Your+scolding

Figure (69):

men -i having
Figure (610):

He+ using
Hgure (611):

him --t leave
Figure (612):

we +got +dog

Figure (613):

87

87

88

88

89

89

89

90

90

90

91

91



known + men 92
Figure (614):

The linkage given by the link grammar parser. 93
Figure (615):

The linkage (parse) given by the link gnanar parser. 94
Figure (616):

The parse given by the link grammar parser. 96

Figure (617):

The linkage (parse) given by the link grammar parser. 97
Figure (61):

Analysis of different types of errors encountered. 106
Figure(6-1)

COL1A1 Network generated by creating network manually 116
Figure (62):

COL1Al Network generated by Importing FixedFormat 118
Network Files

Figure (73):

COL1ANetwork generated by Entrez Gene data: 119
Figure (74):

TGFbeta-1 Network generated by creating network manually 121
Figure (#5):

TGFB1 Network generated by Importing FixBEdrmat 122
Network Files

Figure (76):



TGFB1 Network generated by Entrez Gene data 124
Figure (#7):

DMP-1 Network generatedoy creating network manually. 126
Figure (78):

DMP-1 Network generated by Importing FixeBormat 127
Network Files

Figure (79):

DMP-1 Network generated by Entrez Gene data 128



List of Abbreviations

PIELGProtein interaction extraction system using a link grammar parser

LG Link Grammar

LGP Link Grammar Parser

IE Information Extraction

IR Information Retrieval

NLP Natural Language Proa&sgs
BAN Biological Association Network
TE Tissue engineering

DF Dentine Formation

POS Part of Speech



ACKNOWLEDGMENTS

First of all, | would like to thank my supervisor Associate ByofYasser M.
Kadah for his guidance in academics. He is a great researcher with keen
interests in science, constant efforts in doing things by hand and great
personality. Not only he gave me a gate to enter this new field, he has also
advised and encouraged me all the @mWithout his deep understanding of
the best supervising manner for a student, | could not achieve the goal of my
thesis. He is the example | followed and will continue to follow. | would like to
thank my committee members for reviewing this thesis anavating valuable
suggestions. | extend my sincere gratitude and appreciation to all the people
who made this thesis possible. My sincere thanks ar@raf. Dr.Abou-Bakr

M. Youssefind Associate Prof. Dr. Nahed H. Solouma for being on my thesis
supervisio. | give my special thanks to my friend: Eng. Mai Said Mabrouk, for
her advice, comments and cheering continued from the beginning of my
history as a researcher in that field. And, | also thank my friend, Eng: Vidan
Fathy Ghoniem, for providing the guidathroughout my work. | also thank
my friend, Eng: Dina Samy Mohamed, for reviewing this thesis. | am also
grateful to my school friends who gave me light in the dark days in my life.
CAYylLffte LQY 3IANI GSTFdzZ (2 Y& T7Tlovidyt &
academic pursuit. | thank my sisters for supporting me in these years. | am
very grateful for the love and the unconditioned support of my mother who

makes my life more colorful and enjoyable.

T2 NJ



ABSTRACT

The last decade has seen unprecedentedwgh in both the production of
biomedical data and amount of published literature discussing Tissue
engineering laboratories af\lexandria Universityaim to regenerate dental
tissues by tissue engineering principles and technol@gntine formation
process).Dentine formation is gverned by biological mediators or growth
factors (protein) and interactions amongst different proteins. Dentine
formation needs the support of continuous updated information about
protein-protein interactions. Thus, having scalable, robust system for protein
interaction discovery provides a major information extraction tool for
moleaular biologiststo automatically extract and transfer updated biological
data about proteinprotein intereactions from unstructured form, to a

structured form to be used in their respective applications.

Thus in this thesis, we present PIELG: a system for é&xigatformation
about proteing protein interactions from abstracts of biomedical pap€efrbe
data obtained from this system will berdt confirmed partially in their
laboratory. Then they will use those extracted information about protein
protein interactions in Dentine formation procesSur approach is based on
first splitting abstracts into simple sentences. Then, the systemlagsgical
entities with the help of biomedical and linguistic ontologies. Finally, the
system extracts complete interactions by analyzing the matching contents of

syntactic roles and their linguistically significant combinations.



PIELG handles complex s#ences and extracts multiple and nested
interactions specified in a sentence. The scope of our experiments is limited to
abstracts @scribing human protein function. The corpus of the PIELG is
selected in order to evaluate the proposed protgirotein interaction
validation method. This ¢pus is selected to be about proteins currently
considered to have roles in théentine formationprocessand involved in
dentinogenesis We performed experimental evaluations of thBIELG

systems.

The interactions extreted by the PIELG system are manually examined for
precision and recall. The sensitivity of the system is given by the recall
measure, calculated as the ratio between the interactions extracted correctly
and the interactions present in text. €ision is aneasure of correctness of
the system by measuring the number of times the results are extracted
correctly in comparison with the total number of results. Our experimental
results show that the PIELGsystem presented here achieves better
performance withait the need of manual pattern creation (by user) which is

required for the other systems.



Publications

The preliminary contribution regarding proteir protein interactions
extraction system has been published in [1]. More advanced contribution
regarding protein protein interactions extraction system has been published
in [2].
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CHAPTER 1

INTRODUCTION

Information Extraction (IE) is a task of Natural Language Processing (NLP) to
extract useful information from a set of text. One of applications of IE is to
help researchers who struggle with large amount of research papers. In research
domains with greascientific successes, such as molecbiatogy, research
papers are numerically exploding. Knowledge buried in natural language
representations are hard to be searched manually in a practical speed. The last
decade has seen unprecedented growth in ettptoduction of biomedical

data and the amount of published literature discussing it.

Advances in computational and biological methods have remarkably changed
the scale of biomedical research. Complete genomes can now be sequenced
within months and eveweeks using computational methods which expedite

the identification of tens of thousands of genes and {scgée experimental
methods. The data generated by these experiments is highly connected; the
results from sequence analysis and mmnmays depeh on functional
information and signal transduction pathways cited in -‘peaewed

publications for evidence.

Though scientists in the field are aided by many online databases of
biochemical interactions, currently a majority of these are created bgilom
experts. Information extraction from text has therefore been pursued actively as
an attempt to extract knowledge from published material and to speed up the
creationprocess significantly. Thus there is an increasing need for IE tools to

support extraiing such knowledge from text and building databases. If we



have accumulation of such knowledge database, novel knowledge is also

expected to be found by reconstructing the knowledge accumulation.

The growth in both the production of biomedical data amel amount of
published literature discussing proteins and their interactions are seen
unprecedented. Proteins are the macromolecules that make a living organism
tick. For example, the transportation of oxygen in blood, the working of a
nervous system ancé movement of muscles are all highly dependent on
proteins and their interactions. Thus, knowledge about the interactions between
proteins is valuable information to the scientists who study the biology of
living beings. This information can be used tongasight into, for example,

how cancer cells work or what triggers epilepsy, and to ultimately find better

cures for these diseases or to prevent them altogether.

The number of different proteins is huge and the exact number is still not
known. In anycase, the number of proteins in the human body alone runs in the
hundreds of thousands and consequently the number of possible interactions is
far greater. Furthermore, the interactions between proteins are like chemical
chain reactions with the product ofie interaction being the input, inhibitor or
catalyst for the next. It is the knowledge about these networks of interactions
that are the most useful to the scientists. All in all, what is required by the
modern biologists developing, for example, newgs; are huge databases with
information about the proteins and their interactions that affect| directly or
indirectly the disease or process under study. Moreover, the information must
be in a computer intelligible format suitable to be the input to uartools

used to visualize and further process the information.

The problem is that most of the information about proteins is scattered in
scientific papers and the subject of one paper is usually no more than a few

proteins and one or two interactionshe information would have to be



gathered from these papers manually; reading through every relevant paper and
picking up the information as it is found. However, there are few problems

associated with this approach.

Finding all the relevant articles ot the problem. To allow the scientists to
search through these publications, the biomedical field has devised online
bibliographic databases such as the MEDLINBEnd PubMed4]. It is the
sheer number of articles published every day that swamps ampatto
follow anything but a very specific portion of the biomedical field manually.
Take MEDLINE which contains abstracts of biomedical papers as an example:
containing abstracts from 4800 journals and in 40 languages, there has been a
constant rate o500 new citations added every day since 2002, totaling to
approximately 571000 citations added in year 2004 alone. Looking at the
numbers, it is easy to understand that it is impossible for any single individual
or organization to read through all the psitbed papers. The need for some

automation is imminent.



1.1 Justification of the Study

Genomic and proteomic research in the last decade has resulted in the
production of a large amount of information about protein functiime
generated datis highly connected; hence such data is made easily available.
Scientists in that field are aided by many online databases coveringeuliffe
aspects of protein function, such as prdtpmotein interaction. However, since
they are dependent on human entp, they rarely store more than a few
thousand of the be&nown protein relationships and do not contain the most

recently discovered facts and expeental details.

Tissue engineering laboratories Aexandria Universityaim to construct a
biologicd association network (BAN) for the process of dental pulp formation

in normal and pathogenic cases. They will carry out some structured studies on
one or several proteins in this BAN. So they need continues updated
information about proteiprotein inteactions.Thus, having a scalable, robust
system for protein interaction discovery provides a major information
extraction tool for moladar biologiststo automatically extract and transfer
updated biological data about protg@rotein interations from umstructured

form, to a structured form to be used in their respective applications.

Information extraction from text has therefore been pursued actively as an
attempt to extract knowledge from published material and to speed up the
creation process sigmbntly. An automated extraction tool would not only
save time and effort, but would also pave the way to discover new unknown
information implicitly conveyed in text. This thesis presents a fully automated
extraction system, namé&dELG, to identify protén interactions in abstracts of
biomedical text. PIELG is a protein interaction extraction system using link

grammar parserThe system will provide biologistand people inTissue



engineering laboratoriesvith continuous updated information about protein

protein interactions.

1.11 Tissue engineering

Tissue loss or organ faile is one of the most tragic as well as costly problem

in human health care. Currently, the major approaches to tissue or organ loss
are either reconstructive or transplantation surgery. In a sense, transplantation
can be viewed as the most extreme forrh reconstructive surgery,
transplanting tissue from one individual to another, or implanting foreign body
materials. As with successful undertaking; insufficient, rejection due to

i mmune systeméetc has appeared. It i s
field of tissue engineering has emerged. In essence, new and fundamental
living tissue is fabricated using living cells, which are usually associated in one
way or another with a matrix or scaffolding to guide tissue development.
Living cells can migrate to the scaffold or can be associated with the matrix

in cell culture before transplantation.

Tissue engineering construct should resemble native tissues as closely as
possible. At present, histology and biochemical methods are commonly used to
compare tisue engineered constructs with natural tissues. These techniques are
useful to assess the general structure of the implant, although, they don't
provide a comprehensive description of the tissue at the molecular level. The
shift in the life sciences beconpessible with the beginning of understanding

life at the molecular level and it progresses, largely because of evidences in

information technology and mathematical analysis[5],[6].



1.1.2 Bioinformatics

Bioinformatics is the computational techniquesr fmanagement and analysis

of biological data and knowledge. It is the science in which biology,
information technology, computer science, mathematics and statistics merge
into a singlediscipline The science began in 1972 with Professor Margaret
Dayoff. [7]. She and her coworkers at the National biochemical Research
Foundation (NBRF) assembled the proteins sequences into database. Then
around 1979 at the European Molecular Biology laboratory (EMBL) professor
Walter Goad and her coworkers' assembled DBdusnces and the translated
DNA sequences into databases which are called EMBL Data bank of Japan

(DDBJ) came into existence followed by the GeneBank database in 1992 [8].

1.13Tissueengineering and bioinformatics

Since then databases continue to grow. Now these databases can generally be
classified into protein databases dDNA databases. Recently EMBL, SP and
PIR united together to give the Uniport database. Meanwhile, in the last ten
years different powerful techniques toke the control in the field of genome
sequencing whereas the field of protein structuienction relatonship did not
advance with the same rate. Database are not only limited on those of DNA
and proteins but we can find scientific literature, books and taxonomy
databases (as PubMed, bookshelf and taxonomy database respectively
generated by the Nationaistitute of health) as well. Mining these databases
needs certain programs that can analyze their déta respect to certain
keywords given by the researchedn the field of tissue engineering,
bioinformatics is widely applied especially in materialesce and scaffold

design and formation.



1.14 Alexandria University's project

Tissue engineering laboratories Alexandria Universitywere established in
1999, their focus is to emphasize the stem cell research. Their junior
researchers have isaatbone marrow mesenchymal stem cells and etilin
alveolar bone regeneratidf]. Currently, theydeveloped experience in the
model of regenerating dental tissues by tissue engineering principles and
technology.Throughout their research wqrkhey utilize isolated pulp stem
cells seeded onto porous scaffold to foster pulp hea#ind repair by
dentinogensis. Realizing the fact thiéntine formation process is governed

by biological mediators or growth factors (naturally occurring protein) that
regulate cell proliferation, differentiation and mineralization have drawn our
attention that biological interactions amongst different protein have strong link
to pulp repair and healing. Using classical research methods will take a long
period of time to stand on this relationship. In this case bioinformatics becomes

the method of choicetstudy this relationship.

The aim of their project is based on three steps:

1. Firstly, mining the databases for relation between different factors and the
proteins involved in the dentinogensis process. Then biological association
network (BAN) will be deeloped based on different bioinformatics tool to
build a possible relation between all the parameters in dentinogeesis.

2. This BAN will be tested in their laboratory to stand on its validity.

3. Using bioinformatics in 3D structure modeling, one or severaepr® will
be chosen to study their structure and how it can affect the dentinogenesis

process in normal and pathogenic cases.



1.15 PIELG and Tissue Engineering

The information extraction systems will provide the area of proteomics with
unlimited and updated knowledge towards the novel sequencing applications
which will increasenumber of new drug targets, therapeutics molecules and
biological disease marker. So, the data obtained fraPIELG systenmwvill

help people in théissue engineering laboratories at Alexandria University

Dentine formationprocess.

Their project m its first step aimed to develop biological association network
(BAN) based on different bioinformatics tool to build a possible relation
between all the parameters in dentinogeesis. PHELG systemwill be
combined with visualization tool (Cytoscape) fevaluating and drawing the
extracted interaction by drawing its pathways. Cytoscape is an open source
bioinformatics software platform forvisualizing molecular interaction
networks. Then this BAN will be tested in their laboratory to stand on its
validity. They study the structure of specific proteins and how it can affect the
dentinogenesis process in normal and pathogenic cases. The data obtained from

the PIELG systerwill be confirmed partially in their laboratory.

1.2 Objectives of the Proposed Sstem

This thesis presentshe PIELG system. PIELG isa Protein Interaction
Extraction System using a Link Grammar Parser froombidical abstracts
PIELG isa fully automated extraction system to extract protein interactions in
natural language text Ou approach tags ptein names with the help of
protein names and linguistic ontologies. PIEIUGes a dependency based
English granmar parser, the Link Grammar Parser, to identify the roles. The

system extracts complete interactions bgling the matchig contents of



syntactic roles and their linguistically significant combinatio@sir scheme

follows the following steps:

1. The user has to give as input some keywords (protein names) which
he\she thinks best represents and characterizes the required protei

2. PIELG starts retrieving all PubMed's abstracts satisfying user's
specification.

3. PIELG identifies all interaction words which best represent and
characterize the required proteprotein interaction.

4. PIELG takes all synonyms and hyponyms of the chosgaraction
words. A hyponym of a word is essentially similar in meaning but is
more specific.

5. PIELG now searches for all occurrences of the interaction words
identified in step 4.

6. PIELG runs the chosen documents through the link grammar parser
which tags e words according to the part of speech and assigns a
syntactic structure to the sentence.

7. Having identified all sentences where either the interaction words or one
of its synonyms and hyponyms acts as a main verb. Each occurrence of
the interaction wordr one ofits synonyms and hyponyms is considered
to be one occurrence of the required interaction.

8. PIELG uses rules to identify the subject and object (if present) of the
verb as well as the modifiers of all three (verb, subject and obj8ct).
by finding the subject, object as well as all available modifiers, almost
all information about that instance of the event can be extracted from the
document.

9. PIELG extracts the complete interaction.

The system useBhrasalprepositional Verbs Patterne overome preposition

combinations problem®IELG is purly implemented with Perl under Linux



platform. The scope of our experiments is limited to abstra@scribing
human protein function. The corpus of the PIELG is selected in order to
evaluate the proposegroteinprotein interaction validation method. This
corpus is selected to be about proteins currently considered to have roles in
dentine formationprocessand involved in dentinogenesi®Ve performed
experimental evaluations with two other staféhe-art extraction systems

the BioRAT and IntEx indicate that PIELG system achieves better

performance.

The evaluation of the performance for the PIELG system is measured with two
traditional meters: precision and recdlhe recall and precision are 47.4d

62. 65%. For further evaluationthe PIELG system is augmented with a
graphical package for extracting protein interaction information from sequence
databasesWe used Cytoscapewhich is a good tool for drawing directed
graphs that can be adapted doawing interaction pathways. The augmentation
process is done for two reasons. The fiestsonis to visualize the extracted
pathways. The secomdasons to evaluaé the extracted interaction by drawing
the pathways for the extracted interaction. Thencompare those pathways
with the stored pathways in Cytoscapmir experimental results show that the
PIELG system presented here achieves better performance without the need of

manual pattern creation (by user) whichaguired for other systems

! http://www.cytoscape.org/
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1.3 Thesis Organization

This section describes the structure of this thesis.

Chapter 1 is an introduction of the central issues and the new approach
proposed in this thesendpresents the justification of the study

Chapter 2 covers the background ioformation extraction and its basic
component technologies, including named entity recognition, entity relation
detection and event extraction.

Chapter 3 surveys the classical approaches for Information Extraction, ranging
from rulebased approaches angholic learning to statistical models. The
related work is surveyed.

Chapter 4 presents an architectural overview of the PIELG system.

Chapter 5 and 6 explain and illustrate the individual modules of PIELG system.
Chapter 7 provides the results of thEEIBG system with an analysis of the
results. A detailed evaluation of the system is presenitdthe visualization
process for the results of PIELG system using Cytoscape which is a good tool
for drawing directed graphs that can be adapted for drawiteraction
pathways. Then we evaluate the extracted interactions by drawing the pathways
for them. Then we compare those pathways with the stored pathways in
Cytoscape.

Chapter 8s the conclusion.



CHAPTER 2

| NFORMATION EXTRACTION

Human knowledge laout the world is complicated. Even after decades of
research, there is still no effective way to represent the full range of real world
knowledge. Although it is impossible to obtain a universal representation of
knowledge, we can make the problem traletddy confining the domain of the

text. Then it is possible to represent the underlying world knowledge or
semantics in a simple format like templates. Text has been a major way to store
and convey information in human society. With the development ohtbet

and digital media, a user can have instant access to a huge amount of text. The
volume of text available on the web is accumulating at a constantly increasing
speed. The world in text is full of information and how to locate the specific
information a user needs becomes a critical issue. The automated handling of
text is an active research area, spanning several disciplines. These include the

following:

1. Information retrieval which mostly deals with finding documents that
satisfy particular infanation need within a large database of documents.

2. Natural language processing (NLP3 broad discipline concerned with all
aspects of automatically processing both written and spoken language. A
central goal of Natural Language Processing (NLP) is to lide #
understand the underlying meaning of texts and translate them into
machine comprehensible representations. Then the computational power of
machines would enable us to manipulate the information in more user

friendly ways, such as producing summanesnswering questions.



3. Information extraction (IE)a subfield of NLP, centered on finding explicit
entities and facts in unstructured text. It is the practical way to get one step

closer to the goal of NLP. It is domadependent.
2.1 Information Retrieval (IR)

Information retrieval is concerned with identifying documents that are most
relevant to a userds need within a very
given a large database of documents, and a specific informatiod nsedlly
expressedsaaqueryby the usad the goal of information retrieval methods is

to find the documents in the database that satisfy the information need.

Naturally, the task has to be performed accurately and efficiently [11].
2.1.1 Boolean queries and index structuse

There are several ways to express, as well as to satisfy, the information need. A
simple and common way for a user to express her need is throBgblean

guery. Under this setting, the user provides a term (@.g1), or a Boolean

term combination(e.g. OLE1 and lipid). The result is the set ddll the
documents in the database satisfying the query constraints, e.g. containing both
the query term®LE1andlipid. This query paradigm is used by the biomedical
literature database and search enginesr ahe World Wide Web. It is
supported by an index covering all the terms in the whole database of
documents. Eackerm may be a single word (e.goJood) or a phrase (e.qg.,
blood pressurg12].

It is common practice to omit from the index terms thatfa@guent and ndn
content bearing, such as prepositions. These terms are usually referred to as
stop wordsand are viewed as delimiters when processing text. The index

structure contains all the terms, typically sorted alphabetically for quick access,



and holds for each term a reference to all the documents in the database that
contain it. When a user poses a query, the index structure is efficiently searched
for the query terms occurring in it, and all the documents found to contain the
terms (or the Bookn combination of the terms) are retrieved. Further
information on this subject is available in books concerning databases and

information access, such as the one by [12].

2.2 Natural language processing: General techniques

Natural language processing e®ncerned with all aspects and stages of
converting spoken, handwritten, or printed text from a raw signal to
information that can be used by either humans or automated agents. In the
context of bioinformatics, we are concerned only with printed text ithat
already stored in a machine accessible format and therefore concentrate on
common text processing operations [13] as used by typical text mining
systems. These include the tokenization and zoning tasks, part of speech

tagging, and (shallow) parsing.
2.2.1Tokenization.

The first step in text analysis is the process of breaking the text up into its
constituent unit® or itstokens This process is known &skenization Tokens

may vary in granularity depending on the particular application. Consequently
tokenization can occur at a number of different levels: the text could be broken
up into chapters, sections, paragraphs, sentences, words, syllables, or
phonemes. For any level of tokenization, many different algorithms exist for
breaking up the text. Bamost common form of tokenization in mining systems

is the fragmentation of text into words and sentences. The main challenge of

fragmentation at the sentence boundaries is distinguishing between a period



that signals an end of sentence and a periodshmrt of a previous token like
the shorthand\r., Dr., etc.

2.2.2 Partof-speech tagging.

Partof-speech tags are a set of waategories based on the role that words
may play in the sentence in which they app@art of Speech (POS) Tagging

is theannotation of words with the appropriate POS tags, based on their context
within the sentence. POS tags convey information about the semantic content
of a word. Nouns usually denote tangible and intangible entities while
prepositionsexpress relationshipbetween entities. While sets of tags may
vary, most parbf-speech tag sets make use of the same basic categories. The
most common set contains seven different tAgscle, Noun, Verb, Adjective,
Preposition, Numberand Proper Noun Some systems use aual more
elaborate set of tags. For example, the complete Brown Corpus [1itthgs

87 basic tags.

Several approaches exist to POS tagging. The most common taggers are either
rule-basedtaggers orprobabilistic ones based on hidden Markov models
(HMMs). HMM-based taggers, [15] estimate the probability of a sequence of
partof-speech tags to be assigned to a given sequence of words, based on a
probabilistic (Markov) model. In order to estimate the model parameters, the
tagger undergoes a training phasging an annotated corpus, such as the WSJ

corpus in the Penn Treebank [16].

The latter consists of about enallion tagged words. Using a tgram model
(that is, a model in which the current wdaedy depends only on the tags
assigned to the two pretiag words), HMMbased taggers have achieved 94
96% accuracy on heldut test sets, i.e., sets other than the ones used for

training the model. On the other hand, typical th#sed approaches [17] rely



on rules that use contextual information to assiggs téo unknown or
ambiguous words. These rules are often knowrccadext frame ruleskor
i nstance, a c ont e fan ambiguoungunknawh wordnXiisg h t

preceded by a determiner and followed by a noun, tag it as an adjedive

In addition to contextual information, many ruleased taggers use
morphological information to aid in the disambiguation process. For example
[18] if an ambiguous/unknown word ends with"amg" suffix and is preceded

by a verb; it may be tagged as a verb. Anothercsoof hints for the correct
tagging of words can be obtained from orthography such as capitalization and
punctuation. For some languages, such as English and German, information
about capitalization proves extremely useful in the tagging of unknown nouns;
usually capitalized nouns would be tagged as proper nouns. In other languages,
such as Hebrew and Arabic, there are no capital letters; hence, no hints can be

derived from orthography.

Initially, rule-based taggers required huragged training sets, fovhat is
known as supervisedlearning of rules. However, more recently, several
researchers [19] started to work odonsupervised rule-learning, or
bootstrapping Starting with an untagged text corpus and a coarse, generic
tagger, the tagger assigns tagsh® corpus. An expert reviews the tagged text
and corrects any mistake found. In practice, the expert does not typically have
to correct more than 20% of the words. The corrected tagging is then run again
through the tagger, where special emphasis isedlaamn words which were
erroneously tagged in the first phase. This iterative process, of expert review
followed by a tagger rerun, may be repeated until an acceptable error rate is

reached.



2.2.3. Parsing and shallow parsing.

Parsing is the process determining the complete syntactic structure of a
sentence or a string of symbols in a language. A parser usually takes as its input
a sequence of tokens that were extracted from the original text by a lexical
analyzer. The output from the parser is tgtlican abstract syntax tree, whose
leafs correspond to the individual words (lexemes) in the text, and whose
internal nodes represent syntactic structures, identified by grammatical tags,
such asNoun, Verb, Noun Phrase, Verb Phrastc. Efficient and awrate
parsing of unrestricted text is not within the reach of current techniques.
Standard algorithms are too expensive to use on very large corpora and are not

robust enough.

A practical alternative ishallow parsing This is a coarser process of brieagk
documents into nooverlapping word sequences hrases such that
syntactically related words are grouped together. Each phrase is then tagged by
one of a set of predefined grammatical tags sudiicasm Phrase, Verb Phrase,
Prepositional Phrase, Advie Phrase, Subordinated clause, Adjective Phrase,
Conjunction PhraseandList Marker. Shallow parsing has the benefit of both
speed and robustness of processing, which comes at the cost of compromising
the depth and fingranularity of the analysis. Shal parsing is generally
useful as a preprocessing step, either for bootstrafpxtracting information

from corpora for use by more sophisticated pasers for enduser
applications such as information extraction. Shallow parsing allows the
identification of relationships between the object, the subject, and any other

spatial or temporal phrase within a sentence.



2.2.3.1. Full versus shallow parsing in IE.

We introduced the concepts of parsing and shallow parsing in the previous
section. Based onctual empirical evaluation, it was found that it is enough to
focus just on the core constituents of sentences and use shallow parsing
augmented bysmart skips These skips enable the information extraction
engine to skip irrelevant parts, and focus justlee important phrases of each
sentence [20]. Researchers have attempted before to use full parsing as a
component in their information systems and have concluded that it was not
worthwhile to invest the extra effort. Specifically, full parsing was inetlah

the SRI TACITUS system [21] (implemented for MLBY and the NYU
PROTEUS system [22] (implemented for MtBY. Both of these systems did

not gain any improvement in accuracy due to the full parsing employed. The
main problem with using full parsing ieat due to the combinatorial explosion

of possible parses it is both slow and very error prone.

A full parsing approach has not been used in practical applications on the basis
of the following three reasons. First, full parsers in general tend to Wwerslo

and need a larger memory than shallow analysis because they handle the full
possible structure of whole sentences even when the full structure is not
necessary. Second, it is often argued that the results of full parsers have more
ambiguity because fuparsers produce the full structure of a sentence whereas
shallow methods produce a partial structure by ignoring the part of the
sentences that does not match the pattern. Third, full parsers have lower

coverage than shallower analyzer because of thplexity of process.

2.2.3.2. Syntactic Role versus Semantic Role.

Syntactic role labeling, done using syntactic parsers (like Link Grammar

Parser, Charniak Parser etc.), considers the roles played by the constituent



syntactically with respect to the maverb phrase of the sentence. Whereas
Semantic role Labeling, uses features derived from different syntactic views
and combines them within a phrase based chunking paradigm as described in
works by [23]. Semantic role labels are assigned to the comdttaé each
parse using SVM classifiers. The task of semantic role labeling involves
tagging groups of words in a sentence with the semantic roles they play with
respect to the particular predicate in the sentence. Identifying Semantic roles
needs domainral semantic knowledge. New areas of research in this field are
coming up like Semantic tagging (FrameNet) [24] based on frame semantics.
Semantic Parsers for English language will be more useful and meaningful for
extraction task compared to Syntactic pass But constructing semantic

parsers is a difficult task and they will be more dordependent.

2.3 Information Extraction (IE)

The success of information extraction system depends on the performance of
the various subtasks involved. Figurel(Pgives an overview of the subtasks in
information extraction. Information extraction systems that combining NLP

tools typically have three to four major components:

1. Tokenization or zoning splitting the document into words, sentences, or
paragraphs.

2. Morphdogical and Lexical analysisassignment of pauf-speech (POS)
tags, identifying Noun Phrases, Verb Phrases, or disambiguating word
sense, Named Entity Recognition.

3. Syntactic analysisshallow parsing, or full parsing.

4. Domain analysis- anaphora regotion, combining together all the

information with respect to the domain on hand.
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Figure (21): Architecture of a typical Information Extraction system. [25]

2.3.1 Information extraction for bioinformatics

Most efforts concerned with biomedical liégure mining to date focus on
automatednformation extractionFor instance, identifying all the positions in
the text that mention a protein or a kinase (entity extraction), or finding all
phosphorylation relationships to populate a table of phospoédylatoteins

along with the responsible kinase (relationship extraction) are both IE tasks.

Most of the IE systems focused on extracting interactions between genes and
proteins. Biologists are also interested in their corresponding piartetiein
interadion pathways. Besides, extracting interactions between proteins alone
without information such as locations on where the interactions occur can be
misleading to biologists. In the case of sentences describing gene location on
chromosomes, the constituefdisming the sentence are gene and chromosome
names, words describing location, and terms denoting experimental methods
that validate the location of a gene on a chromosome. Names of genes and

.



chromosomes are identified by Named Entity Recognition. It isingple
heuristics (e.g. terms in athpital letters which include numbers are regarded
as gene names). The experimental methods as well as localization indicators

are provided in a predefined list.

After all the mentioned name entities in a text havenbdentified, we need to
recognize their relations. Relation extraction is a task to extract pairs of named
entities which have target relations, e.g. pairs of interacting proteins. The
sequential event extraction is a task to extract sequences ofrrelétrbich
represent events in this case), e.g. sequences of protein interactions.
Recognition of relations between entities can help us to connect events. A
survey of techniques used in protein name extraction is presented in the next
section. A survey oftechniques used in protein interaction extraction is

presented in the next chapter.

2.3.2 Survey of Named Entity Recognition techniques

Text usually contains all kinds of names, for example person names, company
names, sports teams, chemicals and Ibtdleer names from a specific domain.
Other common units can also fall into this category, such as time expressions,
numbers or job titles. These names are referred to as named entities (NE) in
Information Extraction. Failing to recognize them as a uniuld@affect the
accuracy of deeper analysis of text, such as chunking or parsing. Therefore
named entity recognition becomes a basic component technology for
Information Extraction or Natural Language Processing in general. Entity
extraction in biomedicala@mnain or named entity identification is the process of
identifying the words or phrases of interest such as genes, proteins, protein

families, drugs, chemicals and pathways in text.



The simplest and most frequently used approach is a dictionary matching
approach where the entity names are compiled as a dictionary and a string
match with an entry in the dictionary tags the words or phrases as gene or
protein names. A variety of publicly available databases provide the resources
for ent ity n ausLels [26] & BriiPoos [27] arec among the

databases that provide gene and protein names and their synonyms.

The use of standardized dictionaries containing the names and synonyms of
proteins, genes and small molecules has been shown to be an effegtif@ w
recognizing these entities in free form text [28]. Although applications of this
technique have reported high rates of recall and precision, this technique
remains limited as protein, gene, and small molecule names not present in the
dictionaries poduce large amounts of false negatives. This method is used in

PIELG system tadentify protein names in the text.

Others have addressed the issue of false negatives by using templates capable
of recognizing common naming patterns for genes, proteind, small
molecules [29]. These techniques, which scan potential names by looking for
patterns of capitalization, numbering, and use of hyphens have been shown to
capture many of the entities missed by the dictionary approach alone, thereby
reducing the amant of false negatives. However, these techniques have also
been shown to generate a large number of false positives by recognizing words
that match the templates but are in fact not protein, gene, or small molecule

names.

Entity identification has also den thoroughly researched over the years.
Various approaches have been applied to detect named entities in text, such as
Decision Tree [30], Maximum Entropy [31] [32] and Hidden Markov Model
[33]. The HMM model is simple and effective in capturing the setjal

relations between words inside and around a name. Many named entity



recognition implementations are based on this model. Recently Support Vector
Machines were also applied to this task with good performance reported [34].
Entity Identification systms generally use rule based approaches and machine
learning techniques to mark the phrases of interest in text. Rule based
approaches rely on regular expressions and heuristic rules to identify gene
names. In [29] they follow a combination of regular esgrens and expansion

rules to identify single word and muitiord gene names. In [35] they also

follow a rule based approach to identify biological entities in text.

Alternative approaches have addressed the problems of name recognition
through the usefanachine learning, and through the use of statistics. Some of
the machines learning approaches followed for NER include decision trees,
Bayesian classifiers, iterative error reduction, boosted wrapper induction and
support vector machines. The ABGene sgstfrom Tanabe and Wilbur [36]
uses the Brill s tagager [ 1 7] to | earn
protein names in text. The rules are based on the word occurrences,
neighboring words and part of speech tags of the words and the neighbors.
Although these techniques have reported incremental gains in overall recall and
precision over the template and dictionary based approaches, it has been shown
that these techniques are also limited by the quality and extent of the training

sets used to traimé algorithms

Advanced Text Mining (TM) such as semantic enrichment of papers, event or
relation extraction, and intelligent Question Answering (QA) have increasingly
attracted attention in the biomedical domain. For such attempts to succeed, text
annotaion from the biological point of view is indispensable. Research in
entity recognition has resulted in the development of various corpora for the
purpose of providing a benchmark for the entity recognition systems. The
GENIA corpus, a handnnotated cormiof abstracts from over 2000 Medline

articles on human blood transcription factors uses the GENIA ontology to tag



concepts in text. The recent JBLPBA challenge used the GENIA corpus as the
test data for its shared task on Entity recognition. The panmitsga the task

used various machine learning approaches, sometimes using a combination of
approaches such as the support vector machines and Hidden Markovdflodel
Zhou [37]. The results from the task can be obtained from their webpéue
BioCreativé corpus is more general in nature, deliberately constructed with

challenging false positives by the National Library of Medicine.

Biolnfer* (Bio Information Extraction Resource) is a new public resource
providing an annotated corpus of biomedical Engligie annotation scheme
captures named entities and their relationships along with a dependency
analysis of sentence syntax. They further present ontologies defining the types
of entities and relationships annotated in the corpus. Currently, the corpus
contans 1100 sentences from abstracts of biomedical research articles
annotated for relationships, named entities, as well as syntactic dependencies
[38]. Supporting software is provided with the corpus. The corpus is unique in
the domain in combining theseratation types for a single set of sentences,

and in the level of detail of the relationship annotation.

In [39] they have completed a new type of semantic annotation, event
annotation, which is an addition to the existing annotations in the GENIA
corpus As in Biolnfer, they do not allow annotators to annotate an event unless
an expression mentioning the event type appears in the text. However in their
attempt they deliberately dissociate annotation from linguistic structures, and
events in their annotan are not necessarily organized around verbs. That is,

an event does not necessarily correspond to a constituent such as a clause or
phrase, governed by a verb. Expressions which indicate occurrences of an event

and expressions which describe its pgracts (arguments) can be scattered

2http:/lwwwtsujii.is.s.utokyo.ac.jp/GENIA/ERtask/report.htmI
3 http://www.mitre.org/public/biocreative/
4 http://mars.cs.utu.fi/Biolnfer/



throughout a sentence without constituting a single constituent in the linguistic
structure. The corpus has already been annotated with POS (Parts of Speech),
syntactic trees, terms, etc. The new annotation was maddfai tree GENIA

corpus, consisting of 1,000 Medline abstracts. It contains 9,372 sentences in
which 36,114 events are identified. The major challenges during event
annotation were (1) to design a scheme of annotation which meets specific
requirements of td annotation, (2) to achieve biologyiented annotation

whi ch refl ects bi ol ogi stso Il nterpretat
homogeneity of annotation quality across annotators. To meet these challenges,
we introduced new concepts such as Skiigtet Annotation and Semantic
Typing, which have collectively contributed to successful completion of a large

scale annotation [40].

2.4 Biological Context

The role of biology in the IE process is to be the specific context in which the
language of the docuants is processed and analyzed. It does not differ much
from any other domain to which information extraction could be applied, but
there are, of course, some variation points that cause the challenges presented
by the biology domain to differ in their dels. It should also be noted that the
interest here is not in biology in general, but rather in biology and biochemistry

that is applied to medicine, i.e. biomedicine.
2.4.1 Central Biological Concepts

Before venturing any further into the challengegsspnted by the biology
domain, the central biological concepts and terminology that will be

encountered in this thesis need to be introduced and defined.



DNA (deoxyribonucleic acid):- which is the genetic code of the cell. Cells in
all living things ontain DNA in their nucleus. It consists of a chain of four
types of bases, called adenine (A), guanine (G), thymine (T) and cytosine (C).
The DNA chain can be divided into segments called genes that contain the

information needed to build proteins.

Proteins: - they are polymer chains of amino acids. There are 20 different
kinds of amino acids that can be used to build a protein. All functions in a
living organism depend on them; proteins do everything from making muscles
move to controlling biochemical pcesses and transporting materials, such as
oxygen (the oxygen binding hemoglobin of red blood cells is a protein), and
carrying signals, such as nerve impulses. The process of transforming the
instructions in a gene into a protein involves two steps:nstr@ption and

translation.

In the transcription phase, the DNA containing the gene produces a messenger
RNA (mRNA), which is transported out of the cell nucleus into the cell
cytoplasm. The mRNA resembles the original DNA, but with the thymine (T)
substiuted with Urasine (U). In the translation phase the sequence of the
MRNA are read in triplets called codons. A special kind of transport RNA
(tRNA) carrying the correct amino acid attaches to each codon. When the
tRNAs attach themselves to the mRNA sijeside, the amino acids they carry

form polypeptides that then form the protein.
2.4.2Protein-protein interactions

Proteomics is aimed at understandingt@n-protein interactions. The function
of a protein can be characterized more precisely threngivledge of protein
protein interactions.Proteinprotein interactionsare mportant for many

biological functionsProteirprotein interactions play an important role in vital

b



biological processes (cell cycle control, metabolic and signaling pathways).
Theylink many proteins in the cell into large connected interactidwaorés.
Each protein can have one or more of many roles in the netMarieover,
networks of interacting proteins provide a first level of understanding the

cellular mechaism.

Proten interaction information is stored in mostly manually curated databases.
However, the amount of biomedical literature is increasing rapidly. Thus, it is
difficult for database curators to detect and curate protein interaction
information manually. Most fothe protein interaction information remains

uncovered in the biomedical literature. Development of information extraction
and text mining techniques for automatic extraction of protein interaction

information from free text is crucial.

Even the simplesprocess in an organism or a single cell involves many
proteins that interact to carry out a specific function or task. Each protein has
its own role to play and so the process can be thought of as a network of
interactions. These biochemical networks eabedpathways There are three
different types of pathways, of which the most interesting in the context of this
thesis are the signaling pathways, because they represent -jpratesim
interactions. Each protein can have one or more of many roles jpathway.

For example, some protein might inhibit a biochemical process, while some

other protein might bind with another protein to promote the same.

2.5 Biomedical Sources of Information

Human Genome sequencing marked the beginning of the eragefstale
genomics and proteomics, which in turn led to a humongous amount of

information. Most of it is unstructured text of published literature. The most



used online source of biomedical resource is PubMddtabase, which is
maintained by National Cest of Biotechnology Information (NCBI). It
contains over 13 million scientific abstracts. Biomedical papers, journals and
other publications are the sources from which the information can be extracted.
Thus the structure and language used in them is tenttiae problem. Many

of the things that are going to be said apply equally to any other field of
science, so these things do have a bearing on the information extraction process

in general.

PubMed is accessed by millions of users from all over the warlé daily
basis. A typical search for relevant literature within PubMed starts with a
Boolean query; the user provides a term or a Boolean term combination (e.g.,
OLE1landlipid). The result is the set all the abstracts in PubMeghtisfying

the queryconstraints. We note that the lack of uniformity in nomenclature used

by authors aggravates the problem of synonymy

The structure of scientific papers is quite the same across disciplines: abstract,
introduction, methods, results, discussion [41]; plugpgementary front and
back matter, such as heading, acknowledgements, various indexes and
bibliography listings. Each of the parts has its own characteristics which make
it more or less interesting as the source of factual information. Of these parts,
the most interesting in the light of automatic information extraction is the
abstract. The abstract contains a brief summary of the key findings of the paper
and thus, the basic facts should already be extractable from therein. There are
also other propertieshat make abstracts the most important source for
information extraction systems. First of all, abstracts are usually available
electronically in plaintext format, as opposed to being in PDF or some other

nonplaintext format. Secondly, and this is alserw important from the

® www.nchi.nlm.nih.gov/entrez/query.fcgi



commercial point of view, abstracts are usually available free of charge,
whereas the rest of the subject matter can require a costly subsciipi®the
reason that causes PIELG systenmextract information about proteprotein

interaction from abstracts of biomedical papers.

In contrast to the abstract, the discussion part is the least interesting. The reason
is that the discussion part is least likely to present new factual findings, and
instead it usually contains suggestdior new research [42], generalizations

and educated hypothesis about what could be found. It is these guesses,
expressed in sentences and wordings that closely resemble the expression of
facts, that can mislead the information extraction system to éxinaertainties

and mere guesses as truths. Thus, it seems that some of the sections of the
papers can be categorically excluded from the IE process without loss of

information.



CHAPTER 3

INFORMATION EXTRACTION SYSTEM: A SURVEY

Compared to the last two years, the field of information extraction for biology
has made treendous strides. It has witnessed the emergence of software tools
that are able to handle the task. Most of the tools were developed to carry out
specific tasks. Each tool seems to have developed its own methodology. It
follows different strategy, with diffrent details and usually adapts to the task at
hand. Most of the early work on automated understanding of biomedical papers
concentrated on analytical tasks such as identifying protein names, or relied on
simple techniques such as word-amxurrence, anghattern matching. Then,
work based on more general natural language parsers that could handle
considerably more complex sentences is involved. Then the emergence of more
sophisticated natural language technologies that can handle anaphora as well as

extraging a broader range of information is considered.

This situation has motivated us to present a classification scheme for these
tools based on the underlying computational technique, and to shed light on the
background application that caused this déferation. We hope that this part

of the thesis will help the reader to have a comprehensive and comparative
overview of the tools developed until now, to make the most of them, and to

evaluate our contribution to the problem of comparing genomic sequences

3.1 Information Extraction Techniques

There has been a wide range of varying techniques published for extracting

proteins relationships from scientific literature. Existing prof@iotein



interaction works can be roughly divided into two categoriesoacurrence
based approaches [42] and rblesed approaches [43]. The simplest way to
extract protein relations from the literature is to detect theccorrence of
protein names in a text [44]. It simply usesamzurrence statistics of two
proteins to predict their relation. However, by its nature, the name co
occurrence detection yields very little or no information about the type of
described relation and therefore the-cmzurrence data may be misleading.
This way, they can only extract wédhown PMFs but may not be able to find

new emerging PPIs.

On the other handule-based approachestilize predefined phrase pattern
rules. As a result, they are unable to discover new phrase patterns without the
known keywords. Once the rule set reaches ainesize, it is very difficult to

insert additional rules for further performance improvement. Moreover, rule
based approaches may require redefining of the whole pattern rules when they
are applied to a new domain. Therefore other researchers [45] achaghane
learning method to generate these interaction extraction rules automatically.
But, previous machine learning approaches, when applied to this domain, suffer
from the tradeoff between recall and precision. Typically, when precision is

high, recallis very low, and when recall is very high, precision is low.

3.1.1 Coeoccurrence based approaches

A simpler approach that relies on-oocurrence of genes/proteins within
sentences, rather than on machine learning methods or advanced NLP, was
used by [28 Its goal was to extract information about protein interactions
among a predefined set of related proteins from scientific text pertaining to
them. Using a list of protein names and a list of interaction words, they look for
sentences that have occurresicof two protein names separated by an

interaction word, to identify relationships among the proteins. An extension to



this work is described by [46], where they use a module for protein name
detection (an issue we touch on briefly later) and excludetinoegaThe latter

means that interaction facts are extracted only from sentences that affirmatively

report the interaction. The exclusion of negation is an interesting point and
merits some discussion. The concern abo
foundno evidencd h a't protein A is involved in t

often expressed in the context of mining the biomedical literature.

The assumption underlying this concern is that we want to avoid, for instance,

relating protein A and proteiB in a regulatory pathway if according to the

literature the two are not related. This is indeed a valid point if we aim to
automate the construction of pathways through the literature. However, under
different scenarios, for instance, when investiga#irggt of proteins and genes

in which protein A is produced just before gene B is expressed, an edge

bet ween A and B marked with a finegati Vve
relevant article stating the negative result is extremely valuable. Hence, the

reconsideration of negation, its role, and its treatment is pertinent.

Moreover, since these methods depend on thaccarrence of terms, within a
sentence, a phrase, or an abstract they can only reveal relationships that are
alreadyreported in the litexture and do not attempt to detect new relations. We
qgualify this with the observation that
[ 47], and use t Ba.e.,fihe indrectinkstamongentitidde | at i on
as clues for yetinknown relationships. Fanstance, if there is a report relating

protein A to B, and another report relating B to C, it may suggest a possible
(yet-unreported) relation between proteins A and C. It is also important to note

that as largescale experiments using microarrays andeothighthroughput
techniques are becoming more popular, the@@mrrence of gene and protein

names in the literature may become more of an indicator of their inclusion in

largescale experiment rather than of an actual functional relationship between



them. When using the literature to interpret the results of laogde
experiments, it is crucial that the literaturéning engine could actually
provide an independent insight into the functional and biological
relationshipd beyond the mere fact that thegrticipated together in a large
scale experiment. Methods that strongly rely onrocourrence alone are

insufficient to address this need.

3.1.2 Rulebased approaches

3.1.2.1 Pattern matching

More sophisticated information extraction approaches relyhemmatching of
pre-specified templategpatterns) or rules (such as precedence/following rules

of specific words). The underlying assumption is that sentences conforming
exactly to a pattern or a rule express the predefined relationship(s) between the
sentence entities. In some cases, these rules and patterns are augmented with
additional restrictions based on syntactic categories and word forms in order to
achieve better matching precision. The patteased systems have been
applied to extract proteiprotein interaction [48] and pathway information

[49].

Another popular approach uspattern matching. As an example, a set of
simple word patterns and pant-speech rules were manually coded, for each
verb, to extract special kinds of interactions frobsteacts [50]. The method
obtains a recall rate of about 85% and a precision rate of about 94#éafsir
and Escherichia coli which is the best among all reported results. However,
manually writing patterns for every verb is not practical for generalgserp

applications.



In [49] they describe how to generate English expression patterns related to
proteiri protein interactions. They also present a theory which, focusing on
how to improve the patterns. They usg¢ghamic programming to extract
sentence pattns. A minimum description length (MDlbased pattern
optimization algorithm is designed to reduce and merge patterns. This has
significantly increased generalization power, and hence recall and precision
rates, as confirmed by our experiments. They alsmonstrated that this
proposal of automatically generating and optimizing sentence patterns and
using them to mine a targeted area of knowledge is feasible. This approach
works in other domains, too. THescore of this approach is 2.98% lower

compared dter approaches in the training set.

In [50] they propose a system of extracting the relationships between proteins
by searching frequently seen keywords, their patterns created by surface clues,
and a protein dictionary. This technique used only surfaees based on the
word patterns that were presented by the word positions. The patterns
representations were defined by the position between the keyword, protein
names, and other characteristic words, such as prepositions in the sentences.
Each sentenceoataining the pattern was filtered with the rules based on the
grammatical part of speech information. They obtained a recall of 86.8% and a
precision of 94.4%. This system may become a powerful tool for creating a
database, such as protein interactioaimfra huge variety of public databases.
This suggests that it can be practically used as support to extract protein

interaction data when a protein dictionary becomes available.
3.1.2.2 Natural Language Processingased systems
A parsing technique that any previous approaches used is shallow parsing

[51]. Shallow parsing is more robust than full parsing, but it only separates

phrases of sentences, i.e. it only yields merely local syntactic relations. More



advanced systems utilizirghallow parsingechngues have been described to
extract protein interactions [52], enzyme reactions and protein structure
information [53], or functional relations between proteins [54]. Unlike word
based pattern matchers, shallow parsers perform partial decomposition of a
sentence structure. They identify certain phrasal components and extract local
dependencies between them without reconstructing the structure of an entire
sentence. The precision and recall rates reported for shallow parsing
approaches are b80% and 3070%, respectively. Interestingly, most of the
described systems are designed to extract only one specific aspect of protein

function information.

The most promising candidates for a practical information extraction system
are ones based duoll-sentence pamg asthey deal with the structure of an
entire sentence and therefore are potentially more accurate. Systems using full
parsing can find deep syntactic relations, e.g. a relation between a passive verb
and its semantic subject, from the whole of a se@ebsing this generic NLP

tool, extraction patterns in a well generalized format could be obtained. Full
parsing is used both in a phase of construction of extraction patterns and in a
phase of pattern matching (i.e. the actual IE prediction task). Ruding
constructs more general extraction patterns from a less training corpus, than
shallow parsing. Full parsing, can identify both the subject of the whole

sentence and the semantic subject that has been shared.

A generalfull parser with grammars apmd to the biomedical domain was
used to extract interaction events by using bidirectional incremental parsing
with combinatory categorical grammar (CCG) in [55]. This method first
identifies relevant keywords and localizes the target verbs. They usedhpatt
matching around the keywords for NP candidates. It scans the left and right
neighborhood of the verb respectively. Then they validate the noun phrase

candidates with CCG. The lexical and grammatical rules of CCG are even more



complicated than those afgeneral CFG. The recall and precision rates of the

system were reported to be 48% and 80%, respectively.

Another full parser utilizes a lexical analyzer aymhtext free grammar (CFG)

[56]. Contextfree grammars provide an easily extendible platformn fo
extracting interactions from free text and are powerful enough to describe most
natural language structure while being able to be restricted enough to allow for
efficient parsing. They also describe a methodology for creating a corpus for
analyzing techigues that can be extended and potentially used to do
comparative analysis between techniques in the future. It extracts protein, gene
and small molecule interactions with a recall rate of 63.9% and a precision rate
of 70.2%. This approach provides a leweélabstraction for adding new rules

for extracting other types of biological relationships beyond protein, gene and
small molecule relationships. The potential is to be able to mine the larger set
of scientific literature available in order to populataustured representations

for capturing interaction data for further computational analysis.

A generalfull parser with grammars applied to the biomedical domain was
used to extract interaction events by filling sentences into argument structures
in [57]. They used a parser that converts the variety of sentences that describe
the same event into a canonical structaayment structureregarding the

verb representing the event and its arguments such as (semantic) subject and
object. In this work, they tnoduce two preprocessors that resolve the local
ambiguities in sentences to improve the efficiency. One of the preprocessors is
a term recognizer that glues the words in a noun phrase into one chunk so that
the parser can handle them as if it is one wdtee other is ahallow parser

[58] that reduces the lexical ambiguity. An HRB&sed parsing system
(XHPSG) is used as a full parser. As a shallow parser, they adopt ENGCG.
Information extraction itself is done using pattern matching on the canonical

structure. Event information is then extracted by donrsgeacific mapping

b



rules from argument structures to frame representations. Using a general
purpose grammar for syntactic analysis makes it possible to modularize the
system, so that the IE system as al@lbecomes easy to be tuned to specific

domains, and easy to be maintained and improved. No recall or precision rate

was given.

Similar methods such as prepositibased parsing to generate templates were
proposed [59].They developed a medical parsleat extracts information, fills

basic prepositionabased templates, and combines the templates to capture the
underlying sentence logic. They tested their parser on 50 unseen abstracts and
found that it extracted 246 templaf@®cessing only abstractstiva template
precision of 70%Iln comparison with many other techniques, more information
was extracted without sacrificing precision. Future improvement in precision

will be achieved by correcting three categories of errors.

3.1.3 Machine learning Appoaches

The above researchers essentially need some linguistic rules to extract the
biological interactions, and most of them use many different-beadted rules.

But it is timeconsuming to construct hamdafted rules which require much
human effort and these systems are difficult to be applied to other domains.
Therefore other researchers adopt a machine learning method to generate these
interaction extraction rules automatically. But, previous machine learning
approaches, when applied to this domauffer from the tradeff between

recall and precision. Typically, when precision is high, recall is very low, and

when recall is very high, precision is low.

In [60] they proposed an evaluation conducted by NIST to measure IE

technologies. They use#Maximum Entropy Model to integrate lexical,



syntactic and semantic features for relation detection and characterization
(RDC) task containing 24 relation types on news articles with Automatic
Content Extraction (ACE1, 2004). It shows a better performamae Culotta

and Sorensen, 2004 on ACE corpus. Furthermore, although supervised learning
has been reported by [61] for PPI extraction, only preliminary pattern
induction has been implemented, which is basically corpus statistics on POS
patterns without anpattern generation to cover new similar patterns which are

not available in corpus.

In [60] they used sentence classification approach forcsllblar location

rel ati ons. | t 6s not suitabl e for PPI

PPl and jd g me n t needed when theredre more

sentence. On the other hand, Marcotte

classification can only decide PPI information which is only mentioned in the
text without the extraction funoin. Palakal M, et al, 2002 only use HMM to
decide the direction of PPI provided, which is a much simpler task than PPI

extraction itself.

In [61] they have proposed a supervised learning approach to extract protein
protein interaction usiniylaximum Entopy (ME) from the output of a shallow
parser. This model achieves promising performance of a 98c@re, 93.9%
recall and 88.0% precision on IEPA corpus provided. This method overcomes
the limitation of the statef-the-art cooccurrence based and rddased
approaches. It incorporates corpus statistics of various lexical, syntactic and
semantic features. They find that the use of shallow lexical features contributes
a large portion of performance improvements in contrast to the use of parsing
or partialparsing information. Yet such lexical features have never been used
before in other PPI extraction systems. Furthermore it can be easily adapted to
extract other relations among biomedical entities given in the training corpus

instead of rewriting phrasepattern rules. In summary, this approach is the first
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systematic study of supervised learning and the first attempt of fdziaesl

supervised learning for PPI extraction.

In [62] they propose a twphasemachine learninghasedbiological interaction
extraction method. First, the system focuses on improving a recall in extracting
interactions between biological entities by using a supervised interaction
learning method. Second, the system removes the incorrect biological
interactions by verifying the extcted results with Maximum EntropyME)
classification method. They obtained 53% recall and 25% precision in the first
place. Despite of the low performance in the initial extraction, they could
successfully verify the incorrect interactions with the Kl&ssifier and raise

the precision up to 56% with tolerable degrading of the recall from 53% to
48%. Accordingly, this system splits compound or complex sentences into
simple sentences with a syntactic parser, and then this system transfers those
simple satences to finite LSP sequences for more efficient process. Finally
this system uses full articles, instead of abstracts, to extract more detailed
information using more rich contextual information. Because the syntactic
structure and expression styles diferent among these four articles, some

performance has been lost in a crealdation test.
3.2 Most common PPI's Extraction Systems

In the following section we will introduce some of the most popular protein

protein interaction extraction systems

3.2.1 PIES, a Protein Interaction Extraction System

The Protein Interaction Extraction System (PIES) [63] aims to automate a large

portion of the tasks of extracting, manipulating, managing, and visualizing



protein interaction pathways. PIES$s constucted on top of three main
technologies: Kleisli, BioNLP, and Graphviz. Kleisli is a breadle data
integration system that is used for downloading Medline abstracts and for
general manipulation and management of pathway/interaction databases.
BioNLP isa natural languagbased information extraction system. Graphviz is

a graphical layout package developed for directed graphs that we use for
visualization of the extracted pathways. PIES can be augmented with various
means for extracting protein interawti information from sequence databases,
for example, by using Kleisli's power to integrate sequence comparison tools to

detect gene fusion events in sequence databases.

PIES uses pattern matching rules to determine -gpatent roles in order to
determire which protein plays the role of the "actor" (or subject) and which
protein plays the role of the "patient" (or object) in the interaction mentioned in
this sentence. It is worth stressing that PIES extracts the direction of
interactions; that is, who inhits whom and who activates whom. This level of
information is in contrast to eoccurrencebased methods that simply say two

proteins interact but without giving the direction of the interaction.

PIES automates the task of creating and visualizing @athvwnthefly, as

well as supports sophisticated laigmale manipulations of pathways including
automatic integration of interaction pathway databases. It is fully operational
and web access can be arranged on almasase basis with the author. PIES
has good functionalities when it comes to manipulation of pathways. However,
currently it does not support explicit annotations by the user on individual
protein interaction. Such annotations are a useful addition to the evidence
sentences extracted autoroally by PIES. It would be useful for PIES to

support this.

® http://www.comp.nus.edu.sg/~wongls/talks/pstialk/
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Currently, this support is only an indirect one. User can then add his
annotations and frexport the annotation database back to PIES. The textual
display of PIES does provide information oretlontext of the extracted

information in the form of evidence sentences and links to the original Medline
abstracts. However, the graphical display does not provide this information.
Further research should be carried out on the graphical presentattbe of

context information in a visually appealing and explicit manner. Finally, the
BioNLP module currently specializes in extracting inhibit vs. activate type of
interactions. While its specificity on abstracts discussing this type of interaction

appears lgh, a formal accuracy study remains to be done.

3.2.2 MedScan

MedScarf is a completely automated natural language processingd
information extraction system, which interprets these semantic structures using
a pathwayoriented ontology and extracfgotein function information. The

NLP module deals with the domaimdependent sentence structure
decomposition, while the information extraction module can be reconfigured
towards different tasks [64]. NLP component of a MedScan is a biomedical
domain orented NLP engine that processes sentences from MEDLINE
abstracts and produces a set of semantic structures representing the meaning of
each sentence [65]. It is based orcantextfree grammarand a lexicon

developed specifically for MEDLINE. Processinglsne in two steps.

First, a syntactic parser constructs a set of alternative syntactic structures of an
input sentence. Since syntactic knowledge is ambiguous in its nature, a single
sentence usually yields many alternative parses. Next, semantic smoces

transforms each of them into a corresponding semantic tree. In MedScan,

information extraction is controlled by a set of explicit declarative rules that

" http://www.ariadnegenomics.com/products/pathwsaydio/medscan/



specify which parts of an input semantic tree should be taken into consideration
and what informatin should be retrieved. The MedScan information extraction
mechanism follows the input tree structure in adogvn manner, applying a

set of contextree and context dependdrdansformation rules

MedScan is used to extract 2976 interactions betweemmpnoteins from 3.5
million sentences from MEDLINE abstracts dated after 1988. The precision of
the extracted information was found to be 91%. Comparison with the existing
protein interaction databases BIRBnd DIP revealed that 96% of extracted
information is novel. The recall rate of MedScan was found to be 21%.
MedScan is a high precision information extraction system capable of
extracting various types of protein function information encoded in a form of
extendable ontology. Utilization of ontologygvides an ability to change the
scope of extracted information, making the entire system more flexible, and

along with high performance, favorably differentiates it from the other systems.

The context free grammar is hard to construct and to manipilaite system
needs a large amount of memory hence for lexicon or ontology and so on.
However, the volume of data can be increased several times by implementing a
reasonable set of improvements to the system, extending the ontology towards
the description ofexperimental data and application of logical inference
methods in order to convert the experimental result into the protein function
information. It might still represent a considerable interest to the users of the
technology. They therefore envision twmjor goals of further improvement of
MedScan: the improvement of the NLP grammar and the enrichment of the
ontological rules to include some of the information presented in a form of raw

experimental data.

8 http://bond.unleashedinformatics.com/
® http://dip.doembi.ucla.edu/



3.2.3 PreBIND and Textomy

PreBIND and Textomy66] is an information extraction system that was
designed to locate proteprotein interaction data in the literature and present
these data to curators and the public for review and entry into BIND database.
Its approach hypothesizes that the formidakdsksize of backfilling the
database could be reduced by using Support Vector Machine technology to first
locate interaction information in the literature. PreBIND and Textomy are two
components of a literature mining system designed to find prptetain
interaction information and present this to curators or public users for review
and submission to the BIND database. PreBIND and Textomy differ from other

methods by a combination of four facters:

1. Support Vector Machine (SVM) technology is used dentify articles
about bimolecular interactions and confirm sentences that mention specific
proteinprotein interactions.

2. Protein names and their gesgmbols are derived from a noadundant
sequence database.

3. This information extraction (IE) system i®upled to a humareviewed
dataentry queue for a publicly available bimolecular interaction database
(BIND).

4. PreBIND and Textomy allows user feedback into the SVM training set that
can constantly improve the performance of the system's ability to detect

abstracts that describe bimolecular interactions.

It provides a reasonable classifier for finding interaction data in the over 14
million PubMed abstracts that are available to us. The SVM method performed
better than a naivBayesian classifier. SVM is statistical approach, which

appears to perform well in recognition and classification of phrases, without

focusing on actual meaning. Cressidation estimated the support vector



machine's testet precision, accuracy and recall for classifying abstracts

describing interaction information as 92%, 90% and 92% respectively.

The system would be able to recall up to 60% of all-nigh throughput
interactions present in another yepsitein interaction database. The system
was applied to a reavorld curaton problem and its use was found to reduce
the task duration by 70% thus saving 176 days. Machine learning methods are
useful as tools to direct interaction and pathway database backfilling; however,
this potential can only be realized if these techniquescoupled with human
review and entry into a factual database such as BIND. Backfilling interaction
data from the biomedical literature is an ongoing task that will not be

completed for some time.

3.2.4 BioRAT

BioRAT is a new information extractiooal, specifically designed to perform
biomedical IE, and which is able to locate and analyze both abstracts and full
length papers. BioRAT [67] is a Biological Research Assistant for text mining,
and incorporates document search ability with dorsgiecifc IE. BioRAT can

be regarded as a research assistant that is given a query and, autonomously,
finds a set of papers reads them and highlights the most relevant facts in each.
BioRAT uses natural language processing techniques and depetific
knowledgeto search for patterns in documents, with the aim of identifying
interesting facts. These facts can then be extracted to produce a database of

i nformation, which has a higher o6inform

The heart of BioRAT is an IE engnbased on the GATE toolbox, produced at

Sheffield University [68] GATEis a general purpose text engineering system,

19 http://bioinf.cs.ucl.ac.uk/biorat/



whose modular and flexible design allows us to use it to create a more
specialized biological IE system. BioRAT performs as well adiagisystems,
when applied to abstracts; and that significantly more information is available
to BiORAT through the fullength papers than via the abstracts alone.
Typically, less than half of the available information is extracted from the
abstract, withthe majority coming from the body of each paper. However,
Extra time is required to obtain the full length papers, and there are difficulties
in converting them into a usable plain text format. These costs are outweighed
by the fact that more than twices anuch relevant information can then be
extracted automatically. However, scalability of automated information
extraction systems requires that all steps in the process are automated. The
recall performance of BioRAT on the abstracts alone is 20%. OvBraRAT

achieved 43% recall and over 50% precision onléngth papers.

3.2.5 GeneScene

GeneSere is a toolkit that provides an overview of published literature
content. They combined a linguistic parser with Concept Space,-a co
occurrence based sentian net. Both techniques extract complementary
biomedical relations between noun phrases from MEDLINE abstracts. The
parser extracts precise and semantically rich relations from individual abstracts
and prepositions as entry points into phrases in the @ parser also
recognizes coordinating conjunctions and captures negation in text, a feature
usually ignored by others. Concept Space extracts relations that hold true for

the collection of abstracts.

The Gene Ontology, the Human Genome Nomenclatangl, the Unified

Medical Language System, are also integrated in GeneScene. Currently, they

" hitp://www.genescene.org/



are used to facilitate the integration of the two relation types, and to select the
more interesting and higluality relations for presentation. GeneScene [69]

fills in a set of basic templates of patterns of prepositions around verbs and
nominalized verbs. It also has a set of rules for combining these templates to

extract information from more complex sentences.

Genescene stores Medline abstracts relevant toadediemedical topics, e.g.,

AP-1, p53, yeast, together with the relations extracted from these abstracts.
Cascaded finite state automata structure the relations between individual
entities. The automata are based on cladasls English words and model
gereric relations not limited to specific words. A user study focusing on p53
literature is discussed. All MEDLINE abstracts discussing p53 were processed
in Genescene. Two researchers evaluated the terms and relations from several
abstracts of interest to @m. The results show that the terms were precise
(93%) and relevant, as were the parser relations (precision 95.5%). The
Concept Space relations were more precise when selected with ontological

knowledge (precision 78%) than without (60%).

Genescene pwdes biomedical researchers with research findings and
background relations automatically extracted from text and experimental data.
These provide a more detailed overview of the information available. The
extracted relations were evaluated by qualifiesearchers and are precise. A
gualitative ongoing evaluation of the current online interface indicates that this
method when used to search the literature is more useful and efficient than
keyword based searchingn GENIES, more complicated patterns with
syntactic and semantic constraints are used [44]. GENIES even uses semantic
information. However, GENIES' recall rate is low. In the above methods,
patterns are hancbded without exception. Because there are many verbs and
their variants describing proteiinteractions, manually coding patterns for

every verb and its variants is not feasible in practical applications.
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The most promising candidates for a practical information extraction system
are ones based duall-sentence parsingsthey deal with thetsucture of an

entire sentence and therefore are potentially more accurate. An example of such
a system iSGENIES[44], which utilizes a parser and a semantic grammar
consisting of a large set of nested semantic patterns (incorporating some
syntactic knowddge) reflecting most frequently used sentence structures.
Unlike other systems, GENIES is capable of extracting a wide variety of
different relations between biological molecules as well as nested chains of
relations. However, the downside of the semagtaanmarbased systems like
GENIES is that they may require complete redesign of the grammar in order to

be tuned to a different domain.

3.2.6Link Grammar Parser z Based systems

In the last few years, natural language processing besnie a rapidly
expanding field within bioinformatics, as the literature keeps growing
exponentially [70] beyond the ability of human researchers to keep track of, at
least without computer assistance. Natural language processing techniques rely
on syntactic and semantkmowledge that is often manually encoded for a
particular domain. Initially NLP is used for machine translation, speech
recognition and also knowledge represBah. NLP-based methods perform a
substantial amount of sentence parsing to decompose thmttext structure

from which relationships can be readiktmacted.

Many natural language processing approaches at various complexity levels
have been used succedbfuo extract various classes of data from biological
texts, including protenproteininteractions. Recently, extraction systems have
also usedLink Grammar to identify interactions between proteins. Their

approach relies on various linkage paths between named entities such as the



gene and protein names. Ding et al. proposed an interaoticaction method
based on Link Grammar Parser [71]. They made a great leap in bhoained
information extraction area because link grammar itself is a robust and
powerful framework. It can handle lots of irregularities and attempt to interpret
sentences @n when they are ungrammatical or contain sonk@aown words.
However, their work is limited to counting the length of link paths only,
neglecting the abundant gnenatical information along the paths. In fact, the
grammatical information is most valuabler finteraction extretion. Basically,

we cannot extract accurate information offeractions until the grammatical

information is exhaustivelyxgloited.

3.2.6.1 ProtExt

The ProtExt system [72] extends the idea of Ding et al., 2003. They proposed a
novel template language (PETL) for extracting profefotein interactions.
Their system extract proteprotein interactions embedded in sentences more
accurately and customizable. It produces satisfactory results and the template
language can be further exided to extract regulation of biological pathways.
Their information extraction approach relies on thatching ofpre-specified
templates(patterns) or rules. The underlying assumption is that sentences
conforming exactly to a pi@rn or a rule expreshe predefined relationship(s)
between the sentence entities. They didn't report the values of Precision and
Recall. They need to consider a template optimizer to speed théimgatc
which can pack numerous templates into one template using a more
sophisticéed data structure. Manually writing patterns for every verb is not

practical for general ppose applications.



3.2.6.2 IntEx

The IntEx [73] system splits complexrsences into simple clausal structures

made up of syntactic roles. Their extractiontegs handles complex s&ences

and extracts multiple and nested interactions specified in a sentence. IntEx
system achieves better performance without the labor intensive pattern
engneering requirement. However, researchers are also interested in cdntextua
information such as the location and agents for the interaction and the signaling
pathways of which these amtctions are a part. They don't extract the detailed
contextual attributes (such as fwbemical context or location) of interactions

might give extra information to the biobist. They don't identify the
relationships among interactions extracted from a collection of sentences (such

as one interaction stimulating or inhibiting ametr ) to construct
|l nteracti on Pat hw&lftexbartitles.d'iney didn'sAttematc t s an
to improve the parse output of the Link Grammar System by augmenting the
dictionaries of the Link Grammar Parser with medical terms with their linking
requirements. Every paper evaluates on a different test sesaait is quite

difficult to compare sstems. The comparison between the Precision and Recall

of IntEx and our system (PIELG) will be present in chapter 8.

3.2.6.3 BioPPIExtractor

The BioPPIExtractor system [74] applies Conditional Random Fields Inmde

tag protein names in biomedical text, then uses a Link Grammar Parser to
extracts complete interactions. Their main aim is to introduce ®R&ad
protein name recognition ethod and evaluate its contribution to the overall
proteini protein interactin performance. Their experimental results show that
introduction of this method indeed helps to improve the PPI performance.
However, the recall errors of BioPPIExttar are due to the complicity of the
protein interaction expression so they faced aiadiy to compile the

§
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appropriate extraction rules and, therefore, many idierss are missed out.
The leading cause of precision errors of BioPPIExtractor is the nonexistence of

not perfect extretion rules.

3.3 Conclusions

We have surveyed the pminent methods used for information extraction. We
have demonstrated its application in the context of biomedical literature mining
and proteirprotein interactions. Several have shown that template and simple
rule based algorithms can be used to recognieeactions achieving high rates

of recall and precision ([28]; [75]). However, this technique has been found to
be overall limited in the set of interactions that can be extracted by the extent of
the recognition rules that are implemented, and alsdahbycomplexity of
sentences being processed. Specifically, complicated cases such as interaction
descriptions that span several sentences of text are often missed by these
approaches. Others have addressed the issue of complex sentence structures
and somelimited work has been done on extracting interactions spanning
several sentences through the use of parts of speech analysis [57], and natural
language based approaches [78].These approaches, like thasabtksystems,

have also reported high levels etall and precision.

The proteinprotein interaction extraction is a relation extraction task. In the
relation extraction with news domain, some work has also been reported. In
[79] they utilize a kernebased classification approach to extract relations
computing kernel functions between parse trees. In [80] they use a similar
approach as [81] method and further extend it to estimate kernel functions
between augmented dependency trees. Due to the computation complexity,
speed is still a serious probtefor kernel approaches to be used in practical
applications. The abundance of biomedical literature motivates an intensive

pursuit for effective texmining tools. Such tools are expected to help uncover
L



the information present in the large and unstrectubody of text, while

addressing three main problems:

1 The sheer magnitude of the available text collections;

1 The ambiguity and neaniformity of the nomenclature used in the context
of genomics and proteomics.

1 The linguistiecomplexity of the scientifidocuments, stemming from the

diversity of the authors in terms of expertise, style, and native languages.

As literature mining challenges in the context of bioinformatics vary widely in
aspects such as scope, data sources, and ultimate goals, no hglanto
currently perform all the required tasks. However, a combination of methods is
likely to address many of the problems. To successfully mine the biomedical
literature, it is important to realize the merits and the limitations of the different
literaturemining methods. Moreover, it is essential to coherently state the

actual biomedical problems we expect to address by using such methods.

Most of the previous mentioned biomedical information extraction systems
focus on verbs which represent targeeevt s by t hemsel ves (i
there are many cases that combinations of verbs, prepositions and certain nouns
form proper IE forms. PIELG investigates and classifiesns which are
needed to extract interacting protein pairs to see what formeequéred in
addition to ones that consist of only one vePbELG coves manyinguistic
variationsof the interaction words in vius contextsThe system covers nine
classes based on constituents of the verbs including the nominal form as shown
latter. Also, PIELG success to extract of detailed ntextual attributes of
interactions by interpreting modifiers like: location/position modifiens #t,

on), agent/accompaniment modifierby( with), purpose modifiersfg¢r, and
theme/association modkirs Ef).



CHAPTER 4

SYSTEM ARCHITECTURE

The structure or architecture of most Information Extraction systems has a
common theme as described early in chapter 3. This theme is probably due to
the nature of the problem, but also a result of the use of commoronentp

and building blocks, such as linguistic parsers. PIELG System extracts protein
protein interactions from biomedical text. Our Information Extraction system is
organized in cascaded modules such that the output of one module is the input

of the neximodule.

A typical session in using PIELG involves the user providing an initial search
specification (keywords). The kerords may be one protein name or pairs of
protein names wanted to detect their interaction properties. Then PIELG
downloads PubMed alvatts satisfying that spéication. Each abstract is
analyzed to identify sentences that mention interaction of proteins. These
sentence clauses are then processed to obtain the interactions between proteins
using syntactic roles of the sentence and thiiguistically significant

combinations.

The actor and patient of each interaction are identified. These interaction
evidence sentences are then grouped by actor and patient. Then PIELG extracts
interaction information from abstracts and titles of stfe papers, and
presents the extracted information in textual forms. PIELG is purely

implemented with Perl under Linux platform. The architecture of the PIELG

§



system is shown in Figure -®. The following sections briefly explain the

workings of its mdules.
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recognition & 1 Grammar -+

s \4 P Word Tagger
: conversion Preprocessor arser

Protein Names
Dictionary

A

Figure (41): PIELG System Architecture.

4.1 Sentence Segmentation and Tokenization

The first phase of an Information Extraction system is usually the lexical
analysis, which consists of dividing the input text into sentences anastdle
tokenization, and doing a lexical analysis. Each token represents the smallest
linguistic unit; it can be a word (e.g. "run"), a numeric expression (e.g. "21st").
The lexical analysis is usually based on the use of morphological analyzers. In
English, the morphological analysis can be based simply on the use of a word

list.



PIELG system for extracting interactioregjuires sentence segmentation since
only the proteins within a sentence are considered when identifying
interactions. This naule identifies sentence and word boundaries. It splits the
retrieved abstracts into sentences including titles of eaplrpThe title of a
paper may include important information like the title of this pap&entin
matrix proteinl regulates dentin sialophploprotein gene transcription
during early odontoblast differentiatiohis is done by using simple regular
expressions, to identify sentence boundarissjraing any period followed by

a space and an uppercase letter is a sentence boundary. The wsedtande
segmentation step isnsplified. The result of the morphological analysis is
usually basic linguistic features. Tokens can be also tagged for other
information. For example, in the context of bioinformatics, a token could
receive a tag identifying as a biomedical term that could be the part of gene

or protein name.

4.2 Named Entity identification and conversion

Most efforts concerned with biomedical literature mining to date focus on
automatednformation extraction using crated lexica fadentifying relevant
phrases and facts in text. Named entity identification or Entity @drais the
process of identifying protein names in the text. The simplest and frequently
used approach to entity identification is a dictionary matching appré&auiky
names are compiled as a dictionary. A string match with an entry in the
dictionary tags the words or phrases as protein names. A variety of publicly

available databasesgwide the resources for entity names.



Some of the major current sourcesr fgenerelated terms: genome and
proteome databases such as LocustinkUniProt®, and the HUG® gene
nomenclature contain many of the names and synonyms denoting known genes
in various organisms. These databasewige gene and protein names and
their synonyms. PIELG distills its dictionary of protein names from EXpaxy

and iHOB® databases. The dictionary of PIELG carries about 1000 entries.
However, we do not do any synonym grouping or namgering. Since our

main goal is aimed at proposing a methan Extracting proteuprotein

interactions, the current named entity recognizer is sufficient for thpope.

Named entity conversioprocess is important for entity extraction. It is the
process of converting each ofgin name into apersonal name Before
conversion we need to make sure that each protein name has one identical
representation. It is noticed that a protein name may héfexaht appearances

and lots of identical representations. For example, the protein Demtn

matrix proteinl may gpear adentin matrix protein 1Also, its abbrewtion

may appear in the text &MP-1 or DMP 1 This module tries to normalize
protein names using a diatiary so that different names of the same protein are

mapped to a standard name.

The conversion pocess aimed to get the Link Gmmar Parser handles texts

with protein names of multiple words. This is done by converting each protein

12 http://www.ncbi.nim.nih.gov/sites/ entrez?db=gene.
13 http://beta.uniprot.org.

 http://www.genenamesig/

'3 http://www.expasy.ch.

18 http://www.ihopnet.org.



name into gersonal namerhis is necessary because link parser does not have
an unbounded dictionary which may hole@ thocabulary of all protein names.
Common pesonal names are already known to the Link Grammar parser and
doing this can prevent it from guessing the bioctvahmames. For example,
Bone morphogenetic proteingill be replaced byBMPs and Electron probe
micro-analysistwill be replaced byEPMA If we do not do the conversion, then
perhaps few sentences can be well parsed by the parser. Besides, doing this
usually can reduce the number of words imteeces, which is helpful to
processing. This will redudbe total processing time of the total system. If we
take the following sentence as an exanipémtin matrix proteinl is verified

by realtime reverse trascruptionrpolymerase chain reactiont will be
converted tdMP-1 is veified by realtime RTPCR

4.3 Simple Filtering and Transformation

Simple filteringis the process used to reduce the processing time for an
abstract. It filters out sentences that do not contain any interactions. Sentences
are again searched for the protein pairs. The sent#dmatesmtain at least two

protein names are alone chosen for processing.

The Transformationprocess is needed to make the Link parser able to handle
text with some expressions indlng protein names. The expressions of
multiple words properly would harequired a wrapper around the parser. This
wrapper is the transformer that will transfer those expressionspersonal
namesfrom the text before passing it to the parser. Theaiesformer is then
inserted in the name back after parsing, for exangdege expression of Alp

andexpression of the transcription factor RUNX8&sides, doing this usually



can reduce the number of words in sentences, which is helpful to processing.

This will reduce the total processing time of the totateay.

4.4 Preprocessor

The details of preprocessing vary from one system to another but certain steps
are considered by all system designers. Preprocessor allows removing of
numerous structure ambiguities, which clearly benefits the parsing quality and
execution time. Me tagged sentences need to beppoeessed toeplace
syntactic constructs, such as parenthesized nouns and domain specific
terminology that cause the parser to produce an incorrect output. This problem
IS ovacome by replacing such elements with altéuea formats that is
recognizable by the parsérhe preprocessor forces the Link Grammar parser
to recanize the biological names as noun forms. Since the parser recognizes
words that start with an uppercase letter as a noun therefore, theopessor

converts each protein personal name to a word starting with an uppettase le

The parser is also not designed for parentheses in the sentences. The sentences
in the abstracts are analyzed, and it is found that the text inside parentheses
often eferredto alias names of the entities mentioned. So, the words in the
parentheses are removed to improve the parspubwas they provide no
additional information in many sentences. However, there is some loss of
information regarding the interactions due testprocess which bring down the

recall of the extraction system.

The preprocessor performs minor punctuation coties on the spacing of

commas and sertiolons in the text. It filters out some adverbs such as

g =



however hence also furthermore etc. The preprocessor removes some
information that is unrelated to biochemical interactions, such as a window of
time: (19942008), probabilities, mathematical notations: (p _ 0.03), special
charaters, and so forth. The rationale of doing this is that it cae sawme
computational effort during parsing without losingiagal information related

to interactions and make sentences more understandable to Linkm@ra
Parser. The tagged sentences need to be preprocessed to replace domain
specific terminology that auses the Link Grammar Parser to produce an
incorrect output. This problem is overcome by replacing such elements with

alternative formats that are recognizable by the parser.

4.5 Link Grammar Parser and Link Grammar

Link grammar (LG) introduced by Slem and Temperley [82] is a
dependencypased grammatical system. The Link Grammar Parser is a
syntactic parser of English based on link grammar, an original theory of
English syntax. The basic idea of link grammar is to connect pairs of words in a
sentencewith various syntactically significant links. Given a sentence, the
system assigns to it a syntactic structure, which consists of a set of labeled links
connecting pairs of words. The Link parser is freely available from the internet.
While the parser wht full source code could be downloaded from the Link
parser homepage, there was no clear statement of the license under which it
could be used commercially. However, since no notion of this could be seen on
the official homepage, the use of the parser usdeh obscure promise of a

license was rejected.

Link Grammar Parser is available as ANSI C program and Perl module. As

most of PIELG system was coded in Perl language, a wrapper was written for

§ N



LG Parser in Perl to handle its input and output. The vaapperrides the

input and output buffers of LG parser. The Perl module Lingu::LinkParser runs

and the wrapper feeds the input buffer with the sentence and collects the output

parse from the output buffer. Then the output is parsed using regular
expression to extract the linkages, and these linkages can be accessed through
the wrapperos Perl API . A detailed des
Chapter 5.

4.6 Interaction Word Tagger

Once protein names have been found, the relationships betweendbdnon

be ascertained. The words that convey a biologically significant action between
two protein names are labeled ederaction words For example in sentence

0 60 D regulates DSPP during early odontoblast differentiatidtide main
verb Arcgudraitleeds t he act-LonopeiibD8PRmRed b
example of interaction word. Some other example of interaction words are
Abindosr eddwn i on o, bihg dssosigiehndcprhpéexeic.o n 0
This can be done in a number of wagpehdirg on the Information Extraction

(IE) task. The system uses dictionary lagk method to identify interaction

words in the sentences.

We use a category/keyword dictionary for idgmbhg terms describing
interactions. The category/keyword dictionary is @dd from [44] with
additional categories and keywords found to be prevalent in our corpus. A list
of interaction words, which consists of 45 noun and 53 verb roots, was
compiled from the literature. In order to broaden the list of potential interaction
words, all inflected variants of known interaction words are also considered.

Further, also all predictable spelling and derivational variants are considered.

7/



Table (41) Direct and Indirect Interaction Words

Direct interaction

verbs

Indirect interaction

verbs

bind (bound)
interact ¢sred)
stabilize ¢s-d)
phosphorylate6-d)
ubiquinate{s-d)
sumoylate(s-d)
degrade(s-d)

block(s).

induc(es;ed)
trigger¢s-ed)
block(s),
enhance(s)
synergize(s)
cooperate(s)
localizes
regul¢atession)
activate(s)

inhibit(s)

control(s)
translocate(s)
antagonize(s)
amplif(-y,-ies)
transduce(s)
degrade(s)

trigger(s).




The dictonary is enriched manually with additional verbs that are known to
refer to interactions. Thdirectandindirect physical interaction words ausplit

into as shown in Table {#).

Example If the wordlabeledappears in the corpus as an interaction word, we
also consider the wordfabel, labels, labeling, labeledo be potential
interaction words. Similarly, for the womgbindswe also considethe words
re-binds, rebind, rebind, rebound, réoound, rebinding, rebindingrable (42)

shows some examples of interaction words.

Table (42): Examples of interaction words.

Category | Keywords | Category | Keywords | Category | Keywords

Activate accumula Break cleav inhibit
(e,ed,es,ion) | Bond (e,ed,es) _ (s,ed,ion)
Inactivate
activat demethylat reduc
(e,ed,es,or, (e,ed,es,ation (e,ed,es,tion)
ion) )
repress
elevat Dephosphory (ed,es,ion)
(e,ed,es,ion) lat
) supress
(e,ed,es,ation _
hasten (ed,es) ) (ed,es,ion)

Incite (ed,es)

sever
increas (ed,es) (e,ed,es)
Induc Cause influenc Modify modifi
(e,ed,es,tion) (e,ed,es) (ed,cation)
promot Contain contain apoptosis
(e,ed,es) (s,ed,es) _

Process myogenesis

stimulat Create methylat
(e,ed,or,ion) | Bond (e,ed,es,ation

transactivat




(e,ed,es,ion)

up-regulat

(e,ed,es,or,ion]

)

phosphorylat
(e,ed,es,ation

)

Upregulat
(e,ed,es,or)
Association | associat
(e,ed,es,ion)
Release disassembl
(e,es,ed)
Attach add (s,ition)
_ discharg
bind (s),bound| Generate | express
(e,es,ed)
(ed,es,ion)
catalyz _ .
Signal mediat
(e,ed,es) overexpress
(e,ed,es)
(ed,es,ion)
Complex
modulat
produc .
(e,ed,es,ion)
(e,ed,es,tion)
participat
Inactivat block (s,ed .
nactivate ock (s,ed) (e.ed.es,ion)
decreas
regulat
.ed, .
(e.ed.es) (e,es,ed,ion)
deplet —
Substititut | replac
(e,edes,ion)
e (e,ed,es)
downregulat _
substitut
(e,ed,es,ion) .
(e,ed,es,ion)

downregulat

(e,ed,es,ion)
impair (s,ed)

inactivat

(e,ed,es,ion)




4.7 Interaction Extractor (IE)

Interaction Extractor (IE) extracts interactions from simpdmtence clauses

produced by the Link Grammar parser. Sentences are made up of different
syntactic constituents like Noun Phrases, Verb phrase, Modifying Phrases etc.
Each of this syntactic firoleso has somi
they are tdded about. Each of these constituent plays a role (e.g. subject of

main verb) based on the theme or the event the sentence is talking about. To

keep the Interaction Extractor as generic as possible, we used only three basic

constituents types basedonthe ol es & t hey pl ay:

Subject- subject of main verb.
Object- one or more object of main verb for the given subject.
Modifying Phrase (MVP} One of more MVP for both subject and object.

Given these syntactic constituents we identity the roles based on the

i nformation they cont ai n:1reguates BESPRAR mMpl e |
during early odontobl ast-1ai fcfoent @amthisatal
protein name, object ADSPPO contains on
Aduring early toidaotnitommd acsdntdaifiereme pr o
description of this module is covered in Chapter 6. The highly technical
terminology and the complex grammatical constructs that are present in the
biomedical abstracts make the extraction task difficult, eve@mple sentence

with a single verb can contain multiple and/or nested interactions.

For example: Phosphophoryn signals DSPP by directly stimulating BEMAHere the

sentence has two interactior®hdsphophorynsignals DSPP and 'Phosphophoryn



stimulaing, DMP-1". That 6s why our | E system 1is
structure presented by the LG and it considers a thorough case based analysis
of contents of various syntactic roles of the sentences. Detailed description of

this module is covered in @pter 6.



CHAPTER 5

LINK GRAMMAR

Many approaches to NLP have been pursued in the past few decades, but few
are as popular as the Link Grammar parkgk grammar(LG) is an original
theory of English sytax. It was written by Davy Teaperley, Daniel Sleator,

and John Lafferty of Carnegie Mellon Universii§l] to simplify English
grammar with a contextee granmar. Link grammar [82] is a theory of
syntax which builds relations between pairs of words, rather than constructing
constittents in a tredike hierarchy.Link grammar is a dependency based
grammatical system; its basic idea is to connect pairs of words in a sentence
with various syntactically significant linkskather than examining the basic
context of a word within a sentemcthe Link Grammar is based on a model
that words within a text form "links" with one anothérconsiders words as
blocks with connectors coming out. There are different types of connectors and
may point to the right or to the left. A lgbbinting canector connects with a
right-pointing connector of the same type on another word. The two connectors

together form dink.

The link grammar consists of sets of words, each of which has a linking
requirement. This linking requirement can be seen as a hlithkconnectors
above each word. A connector is satisfied by matching it with a compatible
connector. In Link Grammar, &nkage is a single successful parse of a
sentence: a set of links in which none of the connecting arcs cross. The words
of a syntact structure are emected in such way. The links satisfy the linking
requirements for each word of the sentence gsation). The links do not
cross and all words form a connected graftese links are used not only to

identify parts of speech (noungnss, and so on), but also to describe in detalil



the function of the word within the sentence. If a phrase consists of two
adjectives and two nouns you really want to know which adjective modifies
which noun. The LG does that.

In Link Grammar vernaculara linkage is a single successful parse of a
sentence: a set of links in which none of the connecting arcs crbss.
following diagram Figure () shows how linking requirement for the

sentence AThe dog chased a cato is sat.i

o [

. [ 3K s o

The dog chased a cat

Figure (51): Link Grammar Representation of a Sentence

The arcs between the words are Alinkso
example below the | ink between ftdogo an
noun to verbs), the | ink beectswwerdsnto fic hase
direct or i ndirect Object s) and the ||

(connects determiners to noun&)sample parse of the sentence, "A camel is a

horse designed by a committee" is depicteBigure (52).

[y ol P o 5|

LEFT-WALL acamel.n is.v a horse.n designed.v by a commitree.n .

Figure (52): A sample parse, with links.

=



The primay parts of speech are labeled with .n and .v to indicate that these
words are nouns and verbs, respectively. The labels of the links between words
indicate the type of link. For example, the J connector in this sentence indicates
a connection between piegtions and their objects; in this case, the verb

designed is connected to by a committee, identifying a prepositional phrase.

Each word in the lexicon of link grammar must satisfy the linking requirements
[81], which is stored in a dictionary. Theseque@ements are specified by
means of a formula of connectors combined by binary associative operators.
When a link connects to a word, it is associated with one of the connectors of
the formula of that word, and it is said to satisfy that connector. Nditk®

may satisfy the same connector. A sequence of words is a sentence of the
language defined by the grammar if there exists a way to draw links among the

words so as to satisfy each word's formula, and the following-rakds:

1. Planarity: The links ae drawn above the sentence and do not cross.

2.Connectivity: The links suffice to connect all the words of the sequence
together.

3.0rdering: When the connectors of a formula are traversed from left to
right, the words to which they connect proceed from nedat. In
other words, consider a word, and consider two links connecting that
word to words to its left. The link connecting the nearer word (the
shorter link) must satisfy a connector appearing to the left (in the
formula) of that of the other word. Silaily, a link to the right must
satisfy a connector to the left (in the formula) of a longer link to the
right.

4.Exclusion: No two links may connect the same pair of words.



5.1 Some Important Links

The following is a list explaining the significance ainse of the important

linkages of the link grammar system which are used in our scheme:

A and AN: Connects pr@moun modifiers like adjectives or nouns to the
following noun. e.g- the huge man sat there, tla proposal is to be revised.

B: Connects trasitive verbs back to their objects in relative clauses and
qguestions. e.g- the man he killed, what did you eat? Also, connects the main
noun to the finite verb in subjetype relative clauses. e.g. the teacher who
taught me was tall.

DP: Connects possswe determiners to gerunds in cases where the gerund is
taking its normal complement. e.g. your telling Jane to leave was a mistake.

I: Connects infinitive verb forms to certain words such as modal verbs and
Atoo. e.g. he has ttheiriok. present, they s
J: Connects prepositions to their objects. e.g. the man with the dog is here.

M: Connectsnouns to various kinds of ponstun modifiers like prepositions

and patrticiples. e.g. the man with the umbrella, the lady to whom | proposed.

MV: connets verbs and adjectives to modifying phrases that follow e.g. the

man slept in the room, it was hotter yesterday.

MX: Connects nouns to pesbminal noun modifiers surrounded by commas.

e.g. the man, who killed him, was arrested.

O, OD and OT:Connects tnsitive verbs to their objects, direct or indirect.

e.g. he played cricket, | gave you a book.

P.Connects forms of the verb fibedo to pr ¢
e.g. he is playing; the boys are in the field, she was angry.

PP:Connectsforme f fAhaveo to past participles e

R: Connects nouns to relative clauses.



1 RS Connects the relative pronoun to the verb.iethe manwho chased us.

1 S, SI, SX and SXIConnects subject nouns to finite verbs. e.gchild likes
sweets.

1 TO: Connects verbs and adjectives which take infinitival complements to the

wor d O ttbeygplanned tagparty.

5.2 The Link Grammar Parser

The Link Grammar Parser (LGP) [75] is a syntactic pser of English,
based on link grammar. Given a sentergagek Grammar Parser assigns to it a
syntactic structure, which consists of a set of labeled links connecting pairs of
words. These links are used not only to identify parts of speech (nouns, verbs,
and so on), but also to describe in detail filmection of that word within the
setence. LGP has around seven hundred definitions that capture many
phenomena of English grammar. It can handle: narb agreement,
guestions, imperatives, complex and irregular verbs (wanted, go, denied, etc.),
different types ofnouns and many other things. The dictionary of LG parser

has about 60000 word forms, with wide coverage of syntactic constructions.

The parser is robust and can skip the portions of sentences it cannot understand
and assign some structure to the resteotence. Its ability to handle unknown
vocabulary is remarkable and this feature is most useful when parsing unknown
alphanumeric gene/protein names and sentences which very compound and
complex, as most of the sentences from the abstracts biomedicahdamaali

As we were looking for a dependenitge based parser, we selected LG parser.
The LG parser gives the links to extract the constituents like Subject, Object

and modifier in a sentence.

The Link Grammar Parser also producesoastituentrepresentadn of a

sentence (showing noun pbes, verb phrases, etddor example, in a Subject

7/



Verb-Object (SV-0O) language like English, the verb would look left to form a
subject link, and right to form an object link. Nouns would look right to
complete the syéct link, or left to complete the object linA sample parser
output is depicted in Figure {® for the sentenceDGI is associated with
mutations in DSPP.

++++Time 0.00 seconds (51.89 total). Foundkages

WGt Pt MVp-tept B |

| | | | I | | |
WALL DGl is.v associated.v with mutations.n in DSPH

Figure (53): A sample parser output with links.

The primary parts of speech asbéledwith .n and .v to indicate that these
words are nouns and verbs, respectively. The labels of the links between words
indicate the type of link. For example, tiMv connector in this sentence
indicates a connectioretiveen the verb and its modifying phrage this case,
the verbassociateds connected tavith mutations identifying a modifying

phrase.

The parser has an internal timer. If the timer runs down before a complete or
partial linkage has been found, the parser will output whatever it has $ound
far (termed a fragmented linkagelink Grammar Paser has many
Applications such as: AbiWord [83] checks, information extraction of
biomedical texts and events described in news articles, as well as experimental
machine translatiorAnother sample paer output is depicted in Figure-4{b

for the sentencd)MP-1 regulates DSPP during odimblast differentiation.


http://www.link.cs.cmu.edu/link/dict/section-X.html
http://www.link.cs.cmu.edu/link/dict/section-MV.html
http://www.link.cs.cmu.edu/link/dict/section-W.html
http://www.link.cs.cmu.edu/link/dict/section-S.html
http://www.link.cs.cmu.edu/link/dict/section-P.html
http://www.link.cs.cmu.edu/link/dict/section-MV.html
http://www.link.cs.cmu.edu/link/dict/section-J.html
http://www.link.cs.cmu.edu/link/dict/section-J.html

++++Time 0.00 seconds (51.89 total).Found 1 linkage (1 with no P.P.
viol ations)Unique linkage.cost vector = (UNUSED=0 DIS=0 AND=0 LEN=11)
+

Xp +
| L Jps +
| L L Ao +
oo Wi b Ssee e G5 k|| 4 e A +
[ O O | ||
LEFT DMP - 1 regulates.v DSPP during early.a odontoblast.a differentiation.n.

Figure (54): The linkage given by the Link Grammar Parser for the sentence
"DMP-1 regulates DSPP during adoblast differentiation."

5.2.1 Link Grammar Parser's Dictionary

The parser uses a dictionary that contains the linking requirements of each
word. For example, the wordke chasegddog andcat are shown below with

their linking requirements. The D within the box belowFigure &-5) "the'
indicates that another word must connect with D to the right of the in order for

the link requirements to be satisfied for that word.

D o

Lbuc: chased  dopfeal

Figure (55): Some linking requirements

For these words to form a sentence, the parser must find them in an order
which satisfies tb above three requirements. When a word has more than one
row of connectors, only one side (left or right) of each row may be connected
(e.g.cathas a rowD and a rowO/S soD must be connected along with either

O or §. When only one row exists on a gla level (e.g.cat hasD), one
connector must be linked. The meaning of each link used here is indicated

above. Thus, the following arrangement is corrébe cat chased the doghe


http://www.link.cs.cmu.edu/link/dict/section-X.html
http://www.link.cs.cmu.edu/link/dict/section-J.html
http://www.link.cs.cmu.edu/link/dict/section-A.html
http://www.link.cs.cmu.edu/link/dict/section-MV.html
http://www.link.cs.cmu.edu/link/dict/section-O.html
http://www.link.cs.cmu.edu/link/dict/section-S.html
http://www.link.cs.cmu.edu/link/dict/section-W.html

unused connectors are grayed out in this exammpligure (56). Sinceour
second'the" connects talog as a determinechasedactually spans the length,
connecting td'dog”. You can mentally shuffle these words to see tlaand

dog could be swapped, and likely would be if our program had any semantic
knowledge. Moving ther words around, however, will break the link criterion

and deem the parse ungrammatical.

PN \f Q
0|5

}]
n

the cat  chazed  the

Figure (56): Linking requirements and inferred links.

All of these requirements are stored in the Link Parser's dictionary files. The
files use a "link dictionary language" to list thequirements for each word,

and are themselves an interesting study in pattern representation. A highly
optimized custom algorithm processes the data in these files, analyzing the
possible links. This algorithm is yet another fascinating study in ancedf. i
Because the researchers at CMU had the generosity and intelligence to make
their project research open to developers like us, we can examine the ingenuity
of their methods. We can use and modify their weliceived Application
Program Interface (All. We can extend and combine the functionality of their
system with that of other language processing technologies. And, of course,

Perl makes it all possible, practical, and inevitable.

The parser uses a dictionary that contains the linking requireroketsch
word and the possible part of speech assignments for the entries. It has a
dictionary of about 60000 word forms. Also, it has coverage of a wide variety

of syntactic constmtions. The parser is robust; it is able to skip over portions



of the sergnce that it cannot understand, and assign some structure to the rest
of the sentence. It is able to handle unknown vocabulary, and makigamnte
guesses from context and spelling about the syntactic categories of unknown
words. It has knowledge of caglization, numerical expressions, and a variety

of punctuation sybols.

5.2.2 LGPO6s Dictionary Enhanceme

The word dictionaries of the Link Grammar Parser are from conversational
English which do not include the biological named entities. The LG rgarse
lexicon can be easily enhanced to produce better parses for biomedical text
[84]. We use two methods to extending the lexicon of the Link Grammar
Parser. The first sthod is to use the LinkGramm&VN [85] which aims to
import lexical information fromWordNet WordNet [86] is an online lezal
reference system that in recent years has become a popular tool for Artificial
Intelligence (Al) researchers. The LinkGramrAwN v1.0 release cwgains
14,392 noun wal forms not available within the original LGP lexicon, thus

increasing the size of the LGP lexicon by 25%.

The second extension method is to use the extended Link Grammar Parser [87]
where the lexicon is extended by the lexicon from UMLS' [8Bpecialst
lexicon enabled to generplrpose language processing tools. That enables
Link Grammar Parser to manipulate rread text. The typically notechnical
vocabularies must be augmented with a large medical lexitoapplies a
heuristic method to importexical definitions of about 200,000 word senses
into the LG dictionary, more than tripling its size from the UMLS's Specialist
lexicon. This extasion of Link Grammar's dictionary [89] effects on its
performance. This extension can significantly improv&ciency, parsing
performance and significantly reduced aguity. The extended parser

manipulates biomedical text well.


http://cogsci.princeton.edu/~wn/

5.3 Lingua::LinkParser

The Link Grammar Parser itself is a complex piece of software implementing a
complex theory of languag&he Perl module Lingua::LinkPars¢®0] directly
embeds the parser API, providing an objegénted interface that you can use
from your Perl programs. Objects may be created to represent sentences,
linkages, links, individual words, and the parser itsefie PIELG system uses

the Perl module Lingua::LinkParser [90]. It is a Perl module implementing the
Link Grammar Parser under Linux flarm. This module is available at CPAN

[91] directly, embeds the parsérs an example, consider the following code:
useLingua::LinkParser;
use strict;

my $parser = new Lingua::LinkParser; # create the parser
my $text = "Moses supposes his toses are roses.";

my $sentence = $parsecreate_sentence($text); # parse the sentence
my $linkage = $sentenedinkage(d); # use the first linkage

print $parser>get_diagram($linkage); # print it out

This code will output as shown kigure (57).

Fommmm e ———————— XP-mmmmmmmmmmm e e +
| oGt |
S S Wd----- +---Ss--+ +--Dmc--+-Spx-+-Opt+ |

LEFT-WALL Moses supposevV his toses[!].n are.v roses.n .

Figure (57): The output of the code

Without delving into all the details, this diagram reveals esanteresting

things about the parser. Firstipposesand are havev labels, indicating that



they're verbs. The worttoses"is labeled n for noun, as itoses" The [!] tag
next to"toses indicates that the parser isn't familiar with this word, which
usually means that it isn't a word at all. So even with a word it's never seen

before, the Link Grammar can identify the part of speech.

5.4 The Link Parser Application Program Interface
(API)

The original version of the parser was designed around aasthnterface,

where the user types in a sentence, and the parser displays the linkages that it
finds. This is fine for showing how the grammar and parser work, but in order
to make actualiseof the information that the parser provides, it is necessary to

have access to its inner workings.

The Link ParseApplication Program Interfac@\PI) [92] was written to give
users flexibility in wusing the parser in their application3he
Lingua::LinkParsemodule provides access to thegearAPI using Perl objes

to easily analyze linkages. The API makes it easy to incorporate the parser into
other applications. The API provides a set of basic data structures atidrfun
calls that allow the programmer to easily design a customized parser. The
module organizeslata returned from the parser API into an object hierarchy

consisting of, in order, sentencakage, sudinkage, and link.
Examples of the kind of capability the API provides include:

1 Open up more than one dictionary at a time.
1 Parse a sentence withfferent dictionaries or parsing parameters, and

compare the results.

1 Limit the time and memory that the parsing process takes.



Use different "cost functions" for ranking linkages.
Save linkages from a sentence, and access individual links.

Postprocess a sentence with more than one set ofrostessing rules.

= =2 =2 =2

Extract the domains that links participate in, to perform transformations
on a linkage.
1 Recover the constituent structure corresponding to a pbhtasgure

grammatr.

The API provides aet of basic data structures and function calls that allow the
programmer to easily design a customized parser. The API is written in ANSI
C, and runs in both Linux and Windows environments. The following Example
helps us to understand the Link Grammar AR.use the information within a
program requires access to the links themselves. Continuing with the program
above, we will extract from the$linkage object an array ofsword objects.
These will spring into existence, along withirgks() method to returan array

of $link objects. Well, just watch:

my @words = $linkagewords;
foreach my $word (@words) {
print "\"", $word->text, \"\n";
foreach my $link ($woreblinks) {
print " link type ™, $link>linklabel,
" to word "', $link>linkword, "\n";



An excerpt from the output:

"Moses”
link type 'Wd' to word '0O:LEFAWALL'

link type 'Ss' to word '2:supposes.V'

"supposes.v"
link type 'Ss' to word '1:Moses'
link type 'Ce' to word '4:toses[!]'

"his"
link type 'Dmc' to word '4:toses|[!]'

"toses[!]"
link type 'Ce' to word '2:supposes.V'
link type 'Dmc' to word '3:his'
link type 'Spx' to word '5:are.V'



CHAPTER 6

INTERACTION EXTRACTOR MODULE

6.1lIntroduction

Interaction Extractor is the main component of the PIEyGtem The aim

here is to do deep analysis of the sentence to extract multiple and nested
interactions from the sentence. Our IE system is based oepaigse tree
structure presented by the Link Grammar. It considers a thorough case based
analysis of contents of various syntactic roles of the sentences like their
subjects (S), verbs (V), objects (O) and modifying phrases (M) as well as their
linguistically significant and meaningful combinations likeVSO or SV-M.

Each of syntactic roles has some meaning and context in the sentence they are

talked about.

The sentences are made up of different syntactic constituents like Noun
Phrases, Verb phrase, Blitying Phrases etc. Each of these constituent plays a
role (e.g. subject of main verb) based on the theme or the event the sentence is
talking about. To keep the Interaction Extractor as generic as possible, we used

basic constituemnmtod etsyopddhelyagpddyan the 0

Subject- subject of main verb.
Object- one or more object of main verb for the given subject.

Modifying Phrase (MVP} One of more MVP for both subject and object.



Given these syntactic constituents we identity the roles based on the

information they contain. For example in sentencé D 1Y Pegulates DSPP

during earl vy odond olslud PR ddorftaine onent i at i

protein name, objet DS®Pcontains one protein name

Aduring earl y bda trconminshoaesptoteinl narmd. fEor eaan
syntactic role of the sentence, the role type matcher identifies the type of each

role based on its matching content.

6.2 Information Extractor Algorithm

The interaction extraction scheme uses a series ppima rules to extract
information about protemprotein ineractions. Those mapping rules could be
applied to first identify all the main verbs. Then, determining if those verbs are
truly representing the intertion between two protein names (interactio
words), in the text or not. If the main verb is not an interaction word then the

algorithm detects all verbs in the sentence until detecting an interaction word.

The algorithm (Algorithm 1) as shown ihable (61), is based on generic
templates constroed using English Grammar syntax, looks into all parts of the
sentence. The input to IE is the preprocessed and role typed simple clause
structures. The IE algorithm (Algorithm 1) progresses bottom up, starting with
each syntactic role subject, verb or nigidg phrases, and expanding them
using the |l attice provided in unti/l

types are obtained.

al



6.2.1 The main verb is an interaction word

If the main verb is an interaction word, the systguplias a set of rulesot
predict the subject for each of these. The scheme also helps to find out the
object of the verb, when present, as well as the modifiers of all verbs and
nouns. The prediction scheme begins once theesee has been passed
through the link parser and thekage for that sentence has been obtained. As
the link grammar equires that no two links cross each other, no two links
connect the same pair of words and all the words form one unit, the linkage
structure can be represented in the form of a tree eléments of the tree are
then analyzed to first find the main verbs and then if possible, find their
subjects (S), verbs (V), objects (O) and modifying phrases (M) as well as their
linguistically significant and meangful combinations like BVi O, S Vi M.

Then finding and extracting protéiprotein interactions only if a syntactic role

(or meaningful combiation) has at least two protein names and an interaction

word.



Table (6-1): (Algorithm 1): Algorithm for Interaction Extractor

(Algorithm 1) Algorithm for Interaction Extractor

INPUT: Simple clausal Structures of the sentence.
OUTPUT: ProteirProtein Interactions, Example :( Proteinl, Interac
Word, Protein 2).

1
2.

Identifying the main verb of the sentence.

Using the linkage given by the nk Grammar parser, for the giv
sentence, obtaining the constituents Subject, Object and the Moc
Phrase (S, O and MP respectively).

If the main verb is an interaction word and the Subject, Objef
Modifying Phrase is a protein name. Then extrateraction from the
combination of Subject, Verb and Object-{YSO) roles. Similarly
extract interaction from the combination of Subject, Verb and Modif
Phrase (8/-0) roles

If the main verb is not an interaction word the system detects the pl
the interaction word. Then the system extracts interaction fron
combination of (&v-O) and (SV-O) roles We have taken varioy
possible cases in which interaction can occur in a sentence.

If the sentence contains combinations of prepositions thensysses
PrepositioAbased patterns to find agent, theme and action to extra

interaction, for both active and passive voices.

6.2.1.1 Identifying the main verbs

The system uses the procedure proposed in [93] fotifigag the main verb.

The link parser itself tags the verbs of thelsee nce wi t h a

them are not main verbs and all of them do not require subjects. Here, a main

verb is considered to be the word in the verb phrase which actually represents

the action done,e., wordslike infinitives (e.g.- to, will), modal verbs (e.g¢-

I,



must, should) and sometimes formsbaf are nglected. Also, verbs do not
need subjects when they are acting as an adjective. In order to identify the main
ver bs, al | t he wo rsitlered first.grigea derbsvaret pfuned v 6
out based on the conditions presented in [93]. After identifying the main verb,

if it is marked as an intecion word from the interaction word tagger the

system will continue to jdict the subject and the object.

After all the main verbs have been identified, the subject, the object (if it
exists) and the modifying phses of both the verb and the object will also have
to be predicted based on the rules presented in [93]. The rules are applied in
hierarchical tadentify the subjects (S), andjects (O) as well as all available
modifying phrases (M) of the sentences. After identification, the interaction
extractor algorithm progresses bottom up, starting with each syntactic role
subject, verb or modifying phraseand expanding them until all composite
interaction role types arebtained. If subject, object or modifying phrase role
itself is a protein name, then the system will extract interaction from the
combination of subjeeterb-object &V-O) or subjectverb- modifying phrase
(SV-M). We have taken various possible cases in which interaction can occur
in a sentence. So, almost all information about protgmumotein interactions

could be extracted from the text, for both active arssipa voices.

6.2.1.2 Riles for Verb Prediction

Il n order to i dentify the main verbs,

first [93]. Then verbs are pruned out based on the following cond#ions:

ar

al



1. Verbs which make an O0A®6 | ink &M&h s ome
link with some noun to their left without making any other link act as

adjectives and so they do not need a subject. (Refer Figine (6

i +m——B-——+--5pX-+--PV-—+

The involved. v men.n were.v shot.v

Figure (6-1): Verb as adjective

2 Il nfinitives, mod al verbs and forms of

neglectedThis is done by neglecting all words which makeé B, PP or 61 6
l i nk with some word to their right. A
Atoo which in to makes an 6106 | ink wit
(Refer Figure (&))

+=55+-T0-+-IxX+---Pv--+

He was.v to be.v rewarded.v

Figure (6-2): Pruning verb phrase

3l n some cases, adjectives are also tre
l inks with forms of fbeo and, OMVO anic
just | i.e. verbs. This is necessary to predict the subjects of verbs occurring

in modifying phrases. (Refer Figure-@)



+-85+~-Paf-+-T0f-+--I--+

| | I I I
It is.v likely.a to happen.w

Figure (6-3): Adjectives as verbs
6.2.1.3 Rules for Subject Prediction

After all the main verbs have been identified, the subject and object (if it exists)
for each of them is predicted based on the following rukest, let's go
through the rules for subject prediction. The rules are applied in hierarchical
fashion with the next rule being applied only if the subject is not found with all
the rules before it. The only exception is that rule 4 is applied onlyeif th
subject is found in a rule before it. Also, each rule is applied not only to the

main verb identified but also to each word occurring in the verb phrase.

1. The most basic and obvious way of identifying slidject is by finding
a word which makes either@S® S 6 & X o r linkowgXthebverb.
(Refer Figure (&4)).

+-§5-+----05---+

I | |
He plays.wv football.n

Figure (6-4): He + plays



21 f a verb iIs connected to a noun by
ORS®6 | ink then the noun with which
(Refer Figure §-5)).

.|._.__E —_—F ]
———R—E—RS——0111—+ |

] I | |

Men.n who eat more liwve.w

Figure (6-5): Men --t eat

3. The above rules do not work in the case of passive sentences as the word
with the 06S6 | ink is actwually the o0b
if ad P lin& is present in the verb phrase. In such sentences, tfexsub
i's usually present i n the form of t |
object is identified as done for normal cases and classified as the subject.

(Refer Figure (6)).
+-53—+--Pv-+-MVp+-J+

I ] I I

She was.v hit.v by him

Figure (6-6): him + hit + She

4. In some cases, the actual subject may be ctoatdry ad M X * link&o

the subject found by any one of the above three rules. (Refer Figure (6

7)).



+ +Xd+Ss*y+--Pa-+ | |
| ! .

Figure (6-2): John + was

5. When the verb occurs in the form of a gerund, the subject may he
attached to the verb wi8))h the O6DP 1| i

+-——-Ssig-~—+
+===DP==+-=0X--+ +--MvVa-+
! I | l I
Your scolding.g him was.v wrong.e

Figure (6-8): Your + scolding
The above five rules are the basic rules for finding the subject directly.

6.1 f a verb is connected to the object
then that object is the subject for this verb. (Refer Figu® )6

+~-0p-+-—-Mg--+---0s-—-+
| | | '

Pick.v men.n having.v talent.n

Figure (6:9): men-i having



7. If a verb occurs in the phrase modifying a verb, wherein the phrase is
connected to the verb with o6MVS6 | ink

the verb it modifies. (Refer Figure-(®)).

t——==Mfgmmt-—=08===+
+-53+-0%-+ I +=Ds+

| i I I | !
He hit. v hin using. g a rod. n

Figure (6-10): He + using

8. If a verboccurs in the phrase modifying a verb, wherein the phrase is
connected to the verb with o6TO I|i nk,
exists) of the verb it modifies. If the verb which is modified does not
have an object then its subject is the requsebject. (Refer Figure {6
11)).

+=--=-TOo-~-+
t-ss-+-ox-+ +--I-+
| . I

He told.v hum to leave.w

Figure (6-11): him --t leave

9. In the extreme case of all the above rules failing, the subject of the verb
istakenasnynoun to which the verb is conn

rule need not be correct at all times.



From the above rules it is clear that to find the subject, the object of the verb (if
it exists) and the modifying phrases of both the verb and the object will also

have to be found.
6.2.1.4 Rules for Object Prediction

The rules for finding the object aas follows:

1. Here too, the most basic way of finding the object is to find the word
whi ch makes eit helinkwitmthedegthd, 6 OD or 06O

2. | f the verb makes a 6BO6 | ink with a

0 R 8nk then that noun is the object thfe verb. (Refer Figure {62)).

+-—~=~B§==—+ |

+-D3-+-Rn-—+—5p+ |

I ] | |
The dog.n we. got. v fled. v

Figure (6-12): we+ got+ dog

3.fa verb makes a 6Mvd | ink with the o

object is the object of this verb as well. (Refer Figuré 3.



+--0p-—+--Mv--+--MVp-+--Jp-+

| I | [ |
Ignore. v niern n knowvn, v as.p thugs.n

Figure (6-13): known + men

4. Also, as already entioned, in the case of passive sentences, the subject

and object are interchanged.

6.2.1.5 Rules for Modifying Phrase Prediction

After finding the verb, subject and object, their modifiers have to be found as

they are required to find the subject asfgject of verbs occurring later. Any

phrase which forms a complete linkage structure on its own and is connected to

a verb by a &6éMVO o rasaVe®dnodfying Bhrase.s c¢c |l as
Similarly, for subjects and objects, in fact for any noun, a phiasaid to

modify them if it forms a complete linkage structure on its own and is
connected to the noun by mearsfsa "M" link. For instance, in the sentence

AHe i s said t dtisma possiblk io dedealwhd is thee sabject

for the verbsaidf rom the article alone. Such v

passiveso.

Example 1 (active main verb): The sentences from the biomedical
abstracts are parsed using the Link Grammar Parser (LGP). For example, if the
input of the system is a clausal structwfethe sentenceDMP-1 regulates
DSPP during odontdast differentiation.The LG parser gives the output in the

form of links between words as shown in Figureld§. The otput will be in

r



the form: (PROTEINL1, Interaction word, PROTEIN2) as explained & th

following algorithm for Interaction Extchor.

1. The main verlyegulateis identified.

2. The algorithm uses the links given by the LG parser to predict and obtains
subject, object and nddying phrase as shown: Subject (BMP-1 Object
(O): DSPP which ae both protein names. Modifying Phrase (MV):
odontoblast differendtion.

3. The main verb is an interaction word.

4. The system tries to extract interaction between subject, verb and object
combination (SV-0).

5. Since the main verb is tagged as an interacti@mdythe interaction
extractor uses the-%-O composite role from to find and extract the

following complete interaction: [DMR, regulate, DSPP]

+ Xp-------- +
| B A Jp--rammeeee * I
+-----Wd-----+---S5-------- +---Os---+ | R e A---emmeee + |

LEFT-WALL DMP-1 regulates.v DSPP during odontollaka differentiation.n

Figure (614): The linkage given by the link grammar parser.

Example 2 (modifying of the interaction wad):- For extracting
interaction between subject and modifying phrase combination let us consider
another gample for the sentenc8PN interacts with cell surface CD44
through their ino terminf. The LG parser gives the output in the form of links
betweenwords as shown in Figure ). The boundaries of the subject and
the modifying phrase are identified as explained in the following algorithm for

Interaction Extrator.
I/


http://www.link.cs.cmu.edu/link/dict/section-X.html
http://www.link.cs.cmu.edu/link/dict/section-J.html
http://www.link.cs.cmu.edu/link/dict/section-MV.html
http://www.link.cs.cmu.edu/link/dict/section-A.html
http://www.link.cs.cmu.edu/link/dict/section-O.html
http://www.link.cs.cmu.edu/link/dict/section-S.html
http://www.link.cs.cmu.edu/link/dict/section-W.html
http://www.link.cs.cmu.edu/link/unknown-explanation.html

. The main verbnteractis identified.

. The algorithm uses the links given by the Ilp@rser to obtain subject,

object and modifying phrasOG®Nasansihown

Modi fyi ng Pwithceelssarfade @4 : i

. The mai n verb i s an i nteract.

identified and the system tries to extradenaction between subject and

Modifying Phrase combination (SV-MP).

. Then the roles are found for each one of them, here subject is a protein

name and modifying phrase is a protein name.

. Since the main verb is tagged as an interaction word, informattoaceot

uses the &/-M composite role to find and extract the following complete

interaction: [OPN, irdract, cell surface CD44].

+ Xp +
I + MVp + Jp + I
| | N + | Armoeen D*u----+ |

+ommnes Wd-----+---Ss--+--MVp-+  +--AN--+---GN--+ | | - At |

I I | I | I I I |
LEFT-WALL OPN interacts.v with cell.n surface.n CD44 through theif?ha terminf?].n .

Figure (615): The linkage (parse) given by the link grammar parser.

6.2.2The main verb is not an interaction word

The system has searched for all occurrences ofntieeaction wordswhere
they occur as main verbs. If the main verb is not an interaction word each

occurrence of the interaction word or onetsfsynonyms and hyponyms is to

r
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http://www.link.cs.cmu.edu/link/dict/section-X.html
http://www.link.cs.cmu.edu/link/dict/section-J.html
http://www.link.cs.cmu.edu/link/dict/section-MV.html
http://www.link.cs.cmu.edu/link/dict/section-D.html
http://www.link.cs.cmu.edu/link/dict/section-J.html
http://www.link.cs.cmu.edu/link/dict/section-GN.html
http://www.link.cs.cmu.edu/link/dict/section-AN.html
http://www.link.cs.cmu.edu/link/dict/section-MV.html
http://www.link.cs.cmu.edu/link/dict/section-S.html
http://www.link.cs.cmu.edu/link/dict/section-W.html
http://www.link.cs.cmu.edu/link/unknown-explanation.html
http://www.link.cs.cmu.edu/link/unknown-explanation.html

be one occurrence of the reopd interactionSo, by finding the subject, object

as well as all available modifiers, almost all information about that instance of
the event can be extracted from the documétdw use the rules enumerated

in the previous section to identify the sulbjand object (if present) of the verb

as well as the modifiers of all three (verb, subject and object).

The PIELG system will apply different approach if the main verb is not an
interaction word or if there more than one interaction in the sentéVeaed

to detect the interaction word whateviés place in the sentenc&@hen the
system predicts its subject, object and modifying phrase for each interaction
word. Then the program starts to check if they are a protein name or not. And
SO on to extract theelation between two protein names in the sentence
whatever its place. In the following section we will display various sentences

and the output of the sentence.

Example 1 (nested interactions). For example for the senten¢®SPP
binds DMR1 and activate DPP'. The LG parser gives the output in the form
of links between words as shown in Figurel@. The extracted information
will be [DSPP, bind, DMPL] and [DSPP, activate, DPP] as explained in the

following algorithm for Interaction Extcior.

1. Thereare two interaction words. One is the main verb whichinsl the
other is"activate". All interaction words in the sentence whatever its place
are identified.

2. The algorithm uses the links given by the LG parser to predict and obtain
subject, object and odifying phrase for each interaction word in the

sentence.



3. The Subject (S) iDSPP.The Object (O) of the first interaction wolbthd
is: DMP-1. The Object (O) of the second interaction wactivateis: DPP.
Both the Subject and the object of each ext@éon word is a protein name.

4. The system tries to extract interaction between verb, subject and object.

5. Since the main verb is tagged as an interaction word, the interaction
extractor uses the-%-O composite role from to find and extract the
following complete interaction: [DSPP, bind, DMR.

6. The second verb is tagged as an interaction word, the interaction extractor
uses the &/-O composite role from to find and extract the faliog

complete interaction: [DSPP, activate, DPP].

+-- Ss-+-- Os-- +
|
DSPP binds.v DMP - 1 and activates.v DPP
R T — Y — +--- Gs-- +

DSPP binds.v DMP - 1 and activates.v DPP

Figure (616): The parse given by the link grammar parser.

Example 2- Another example "BMP enhances the expression of DSPP by
directly stimulating DGI". The LG parser gives the output in the form of links
between words as shown in Figurel(B). There are two intaction words the

r


http://www.link.cs.cmu.edu/link/dict/section-S.html
http://www.link.cs.cmu.edu/link/dict/section-O.html
http://www.link.cs.cmu.edu/link/dict/section-S.html
http://www.link.cs.cmu.edu/link/dict/section-O.html

output of the system in that casdl be as follows [BMP, enhance, DMH
and [BMP, stimulate, DGI] as explained in the following algorithm for

Interaction Extrator.

1. There are two interaction words. One is the main verb whiehhane
the other isstimulate All interaction words in the sentence whatever
their places are identified.

2. The algorithm uses the links given by the LG parser to predict and
obtain subject, object and whtying phrase for each interaction word in
the sentence.

3. The Subject (S) of both interaction words BvIP. The Object (O) of
the first interaction woragknhanceis: expression of DSPPhe Object
(O) of the second interaction wostimulateis: DGI. Both the Subject
and the object of each interaction word {@ratein name.

4. The system tries to extract interaction between verb, subject and object.
5. Since the main verb is tagged as an interaction word, the interaction
extractor uses the-$-O composite role from to find and extract the

following complete interamn: [BMP, enhance, DMR].

6. The second verb is tagged as an interaction word, the interaction
extractor uses the-8-O composite role from to find and extract the

following complete interaction: [BMP, stimulate, DGI]

+ Xp +
| + MVp + |
| L 0= S -Gt |
+---e- Wd-----+---Ss--+ +-D*u--+---Mp--+-Js+ | +--Em----+---Os-—+ |

I I I I I I L1
LEFT-WALL BMP enhances.v the expression.n of DSPP by directly stimulating.v D(

Figure (617): The linkage (pae) given by the link grammar parser.


http://www.link.cs.cmu.edu/link/dict/section-X.html
http://www.link.cs.cmu.edu/link/dict/section-MV.html
http://www.link.cs.cmu.edu/link/dict/section-O.html
http://www.link.cs.cmu.edu/link/dict/section-M.html
http://www.link.cs.cmu.edu/link/dict/section-W.html
http://www.link.cs.cmu.edu/link/dict/section-S.html
http://www.link.cs.cmu.edu/link/dict/section-D.html
http://www.link.cs.cmu.edu/link/dict/section-M.html
http://www.link.cs.cmu.edu/link/dict/section-J.html
http://www.link.cs.cmu.edu/link/dict/section-E.html
http://www.link.cs.cmu.edu/link/dict/section-O.html

6.2.3 Phrasalprepositional Verbs Patterns

Phrasalprepositional verbs are a small group of multrd verbs made from a
verb plus another word or words. Many people refer to all rudtid verbs as
phrasal verbs. flere are three types of multiord verbs: prepositional verbs,
phrasal verbs and phragaepositional verbs. Here, we are interested in
phrasal-prepositional verbs Phrasabprepositional verbs are made of: Verb +
adverb + prepositionMany verbs in Englis are followed by an adverb or a
preposition (also called a particle), and thesepad verbs, also called phrasal
verbs, are different from verbs with helpers. A phrasal verb can contain an
adverb and a preposition at the same time. Again, the vetbadtse have a
direct object:

1 No direct objectThe drivergot off toa flying start.

1 Direct object: Onlookersput the accidendowntot he dr i ver 6s

concentration.

Phrasalprepositional verbscould be viewed as: Verb + Particle + Preposition
Combnations (Phrasal Verbs + Prepositiarig)this part we treated the case of
preposition combinations. There are a small number of preposition
combirations, such ady-of, from-to etc., which occur frequently within the
clauses. Those prepositional combioas are used to disguish the agent, the
predicate and the theme of the interactions. To solve this problem, the system
usesphrasal-prepositional verbs patterns to find agent, predicate, theme and
action to extract the interaction, for both active gadsive voices. This is an
example of phrasgrepositional verbsGene expressioof TGFbetal was

shaply downregulated by LTA in odontoblasts



Phrasalprepositional verbs pattern Matching is the phase in an information
extraction process that do#g® main job of finding interesting information bits
from the output of the Link Grammar Parser and extracting that information for
further processing. Depending on the complexity of the requested information
model and the way in which the information regented in the source data, the
information extracted by this phase is combined and transformed to produce the
final output of the information extraction process. For preposition based deep
extraction the system uses a pseudo code. The algorithm ise@peatach
sentence of the text. This code starts by finding pattern corresponding to the
prepositional combinations in the string. If the prepositional combinations
exists the pattern (predefined patterns), then extract proteprotein

interactions usig the pattern.

Example 1- This is an example of prepositional combinations in phrasal
prepositional verbs Gene exprssion of TGFbetal was sharply down
regulated by LTA in odontoblastsin this example, there is a preposition
combination betweehy and in. There are two modifier phrases. The first one
is LTA which is the subject of the passive voice. The second one is
odontoblastswhich is the modifier of the main verb. The system used the
Phrasatprepositional verbs pattern to distinguish the modifi®f the verb
from the subject of the passive voice. In this sentence, the main verb (action) is
an interaction word which islownregulated The agent i TA which is a
protein name. The predicatedene expression of TEetalwhich is also a
protein nane. The theme isdontoblasts Odontoblasts are cells lining the
inner surface of the tootithe predfined patterns for this sentence is thein
pattern [(PROTEIN1 (predicate)) (is/are) or (was/were) (lotema-Word
(action)) by ... (PROTEIN2 (aget).. in... (Theme) ...]. The interaction
extractor is able to extract the correct intdcn (LTA, downregulate TGF

betal in, odontoblasts). The final step in the interaction extractioduteos
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re-transformation. The main job of the-tansformer $ to insert multiple

words of protein names back after naration.

Example 2 The following sentence is in the passive vOIDSP is cleaved

into DPP in odontoblasts.'Here the main verb (action) is an interaction word
which iscleaved This sentencesian example of thiato-in combination in the
passive voice. Here there is no agent (subject of the active voice). The predicate
is DSPwhich is a protein name. The patientDBP which is also a protein
name. The theme mdontoblastsThe predfined patterns for this sentence is
theinto-in pattern [[PROTEIN1 (predicate)) (is/are) or (was/were) (lotena

Word (action))...into ... (PROTEIN2 (patient))... in... (Theme)...].The
interaction extractor is able to extract the correct ictema (DSP, cleged,

into, DPP, in, odontoblasts).

6.2.4 Nominal form

Biochemical interactions described in PubMed abstracts are rarely stated as
simply as Aprotein A activates protein
to compact several interactions, as wadl other information, into a single
sentence. Among the most frequently used are nominalization (converting a
predicate to a noun phrase) and coordination (combining two or more
predicates with coordinating conjunctions). Examples for nominalization are
"Interaction of, interaction between, the association"mipsphorylation of,
dephosphorylation of, activation of, and so on". While many previous
information extraction projects have concentrated only on the verbal forms of
interactions, patterns for the o mi n a l form in the <case

interactions is needed. Here we present a series of examples to illustrate how
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the rules operate and identify the desired information. The following examples
illustrate nominalization.

1. The theme can appear befo e up-egulationd a s DMP1 upe
regulationd-:
T When an argument ( p upogeguwdation )0 d php esar s
protein is likely to be the agent. Its role is normally indicated

clearl y; such as wi tupredgulater® t 8 ® men ap |
the fdlowing pattern: [ AGENT_ up-regulation] NP by
_THEME_].

1 Let us take the following sentence as an example :

1 "DMP-1 upregulation by Cbfa in human dental pulp stem
cells was activated'.
o THE RESULT IS : {-Cbfa upregulated DMP1----
ind human dental pplstem cells]
1 "The phosphophoryn activation of Smadl implies this is a
direct effect .
0 THE RESULT IS : phosphophoryn-activation.n-of-
-Smad1---

2. The agent and t he me can al so appear
captured by the following pattern:
1 [Phosphoylation of _THEME_ (by _AGENT_)? (in /at _SITE.)]
The arguments are attached through"wi€& and 'by" prepositional
phrases, where the latter identifies the agent role.

1 Let us take the following sentences as examples :



1 "Phosphorylation of Smadl by psmhophoryn was

enhanced.
o THE RESULT IS : [phosphophoryphosphorylated
Smad 1]

1 "The Upregulation o f DMPL promoter by Cbfa in HDPSC
was activated .
o THE RESULT IS : {-Cbfa-- Up-regulated-- DMP-1--
in --HDPSC-]

3. The system is also able to identiiyephosphorylationrelations, as
exemplified by the following nominalization example, from which we
extract thatDSPR are dephosphorylaed by DMP Let us take the
following sentence as an example :

1 Dephosphorylation of DSPP by DMPwas carried out
0o THE RESULT IS: [-DMP-1- dephosphorylatee- DSPP].

4. Another example as captured by the following patt@aminalized
interaction word between _THEME_ and _THEME_]. The
arguments are attached throudbetiveet prepositional phrase where
they identify the them role. Let us take the following sentences as
examples :

1 Interactions between DMP1 and DSPPP provide that DMP1
regulates the expression of the DSPP gene
0 THE RESULT IS :DMPZ%-interactions.r--DSPPPB
o THE second RESULT IS :DMPRXegulates-- expression D
the DSPP gene

5. Another example as captured by the following patt@aminalized
interaction word of _THEME_ and _THEME]. The arguments are
attached through tH®f" prepositional phrase, where the latter identifies
the theme role. Let us take theléoling sentences as examples :

1 Up-regulation of ITGA1 and CD44 has been reported separately

o THE RESULT IS : upregulation-fof--ITGAl--and--CD44-

/



CHAPTER 7

RESULTS AND EVALUATION

The first part of this chapter presents the results produced by tHeGPIE
system. The remaining part presents the evaluation of the results of the PIELG
system and an analysis based on the evaluation. The evaluation is divided into
two phases. The first phase of the evaluation process for PIELG system was the
evaluation of tk information extraction performance by measuring the metrics
Precision and Recall. And so, perform experimental evaluations with two other
stateof-the-art extraction system$ the BIoRAT and IntEx comparison
indicate that PIELG system achieves bettefqrarance.The second phase of

the evaluation process for PIELG system was the evaluation of the PIELG

system as compared to the visualizing software requirements.

7.1 Results

Surface Variations of the Same Information, IE can be seen as a process that
reduces diverse surface forms in text into a fixed standard representation when

they express the same information. Whether two forms in text express the same
information or not depends on the perspectives or interests researchers have.

For e x &nmitgllineeractsfvith nofpolymorphic regions oEntity20 ¢ a n

be considered to expr eBnttyl interacts svithme i nf
Entity2o i f one i s i nt e-pr@&entintedhctionmegagdéess ofr a | pr
their modes of interaction, but cannot be &dhers whose interests are the

modes. In short, the applicati@pecific nature of IE resides in this kind of

perspectivedependency in the definition of information.



However, there are other types of surface variations that express the same
informationr egar dl es s of us er sikbntityp activatgse ct | v e s
Entity2d a BEndity2is activated byEntity10 . Il n some cases, a
can be considered to contain as its part the same information that another form
expresses, r e g gprecclt eEatysaanh abtivateEntitg2d P& S
AENtityl activatesEntityZ> ar e such exampl es. We mea
Grammar parser, a program which assigns standard forms to surface sentences,

the same information of these kinds is represented in the samats$. In this

format, all the surface formsin Tablel7) shar e t he BEngtyhe i nf or

activateEntityy as t heir part.

What is important here is that computation from surface sentences to linkage
representation can be carried out regardldss ou s er s per spectiyv
linkages represented by single forms the same information that appear in very
different sequences of words. Due to such reduction in complexity, we can

expect that the construction algorithm of IE rules that works on linkage
representations needs a much smaller training corpus than those working on
surface word sequences. Furthermore, due to the reduction of surface diversity

at the linkage representation level, an IE system with extraction rules at this

level should show im@mved performance in terms of recall.

7.1.1 Classification of treated forms

Although many previous biomedical IE system focus on verbs which represent
target events by themselves (i . e. ARact.i
combinations of verbgrepositions and certain nouns form proper IE patterns.

We investigated and classified forms which are needed to extract interacting
protein pairs to see what forms are required in addition to ones that consist of

only one verb. We found nine classes baseaonstituents of the verbs. Table

(7-1) showsSyntacticalvariationof the interaction words in various contexts.
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The PIELG system covered nine classes based osytitacticalvariation of

the interaction words in various contexts as shown below:

1 Class (1) consists of the simplest sentence form, which includes only one
verb and interacting proteins (entities). This kind of sentences was the main

part of early works.

1 Class (2) includes the passive case where the order of the subject and the

object isreversed.

1 Class (3) consists of the simplest sentence form, which includes only one

verb and interacting proteins (entities) ama@difying phrase of the verb

1 Class (4), includes verbs after auxiliary verbs.

1 Forms in class (5) include verbs in thast participle forms.
Class (6) is the infinitive case.
Ones in class (7) are based on nouns representing interaction themselves

~

( ex. ni nPhesploylatiodbo)n.o, A

1 Class (8) includes the phragakpositional verb Patterns. This case where

thereis a combination between the prepositions.

1 Class (9), includes the case where there are more than one interaction word
in the sentence. In most cases, one of the verbs in the patterns is used to

modify a noun phrase.



Table (#1):- Linguistic variation of the interaction words in various contexts.

Entity 1 recognizes anactivatesEntity 2.

Our results indicate that Entityidhibits the activated Entity 2.
Entity 1 activatesEntity 2and binds Entity 3.

Entity 1 uprequlates the expression of Entity 2

= =/ =A =4 =4

Entity 1prevents the decreasekiftity 2and inhibitsEntity 3.

1 Entity 2 is activated by Entity 1.
The expression of Entity 1 is induced by Entity 2 in primary cultt
dental pulp cells nonicalvaria osteoblasts

1 A gene encoding Entity 1 is processed into two proteins Entity 2
Entity 3.

1 Both Entityl and Entity 2 interact with cell surfacé&ntity 3 through

their amino termini

Entity 1associates ith the Entity 2
Entity 1consists oEntity 2andEntity 3
Entity 1binds strongly tdntity 2

= =/ =4 =4

Entity 1is able to bind specifically with thentity 2

|

Entity 1may bind large amount &ntity 2
Entity 1 must e proteolytically processed to form these tiotity 2
proteins

1 The sites oEntity 1may also contaikntity 2




1 Entity lactivatedEntity 2

1 Entity lis able to inhibiEntity 2

The Upregulation ofEntity 1by Entity 2in Entity 3was activated.
Entity 1up-regulation byEntity 2in Entity 3was activated.
Dephosphorylation oEntity 1by Entity 2was carried out.

The phosphophoryn activation Bftity 1implies ths is a direct effect .

=A =4 =4 4

Phosphorylation oEntity 1by Entity 2was enhanced.

Entity 1was expressed intity 2

Entity 1was expressed byntity 2throughoutEntity 3in the Entity
4

Entity 1was peformed forEntity 2

Entity 1is primarily synthesized dsntity 2

Entity 1is cleaved intdntity 2andEntity 3in Entity 4.
Entity 1is associated with mutations Entity 2

=A =/ =4 4 =2

Entity 1is probably regulated bigntity 2during dentinogenesis.

1 Entity 1 signals Entity 2 by directly stimulating Entity 3

1 Entity 1prevents the decreasefrtity 2and inhibitsEntity 3.




7.2 Evaluation

The evaluation process for the PIELG system is divided into two phases. The
first phase of the evaluation process for PIELG system is the evaluation of the
information extraction performance by measuring the metrics Precision and
Recall. Then, experimental evaluations with two other <ihtbeart
extraction system$§ the BioRAT and mtEx indicate that PIELG system
achieves better performancehe second phase of the evaluation process for
PIELG system is the evaluation of the PIELG system as compared to the

visualizing software requirements set in chapter 9.

7.2.1The First Phase ofiie Evaluation Process

Information extraction systems are evaluated on the basis precision and recall
measures. Precision and Recall for PIELG system are calculated using the
equations 7.1 and 7.2. Then, we perform experimental evaluations with two
other sateof-the-art extraction systemisthe BioRAT and IntEx. Information
Extraction researchers can use their systems to extract ppotd@in
interactions, and then compare these with the records in prgiedtein
interactions databases like: DIP, BiolBR’ and so on. Each record of the
database has a pair of proteins that interact with each other. Each protein
defined with entry keys to different protein databases. And so, in our evaluation

phase we choose BioGRID database.

7.2.1.1 Algorithm

First, we evaluate our system by selecting pairs of proteins which are known to

be interacting with each other from BioGRID, the profgiatein interaction

7 http://www.thebiogrid.org/



databases. We choose six queries currently considered to have applications in
dental medicineonsteoporih (SPP1) CD44 molecule(CD44) (Indian blood
group), Dentin matrix acidic phosphoproteinlentin matrix proteirl (DMP-

1), Collagen, type;lalpha 1(COL1A1),decorin (DCN) biglycan(BGN). Then

we look up their interaction properties using BioGRID dasabdhen, we send
those six queries to PubMed separately retrieving 30 abstracts. After manually

reviewing all these abstracts, we found that 89 (82%) among them are correct.

The second queries are arbitrary pairs of proteins. Then, we evaluate our
systen by determining pairs of unknown proteins. We didn't know their
interaction properties. The proposed system starts to extract all the information
about interaction properties of both proteins from the linkage representations of
the retrieved abstract. Thave evaluated the obtained interactions by referring
to BioGRID. Then we start to compare their interaction properties to measure
the metrics Precision and Recdlhen, we perform experimental evaluations

with two other stat®f-the-art extraction systesi the BioRAT and IntEx.
7.2.1.2 Recall Analysis

Recall is a measure of sensitivity of the system, giving an account of how often
the system is able to extract the right results. It is calculated as the ratio of true
positives to the sum of true posiéy and false negatives. The true positive is

the interactions extracted correctly. The false negative is the interaction
extracted incorrectly. The summation of the true positive and false negative is

the total interactions present in the text.

| Interactions extractedcorrectly |
Recal = : - (7 1)
| Interactions presentn text | .




For recall comparison with BioGRID database, we compared our extracted

results with BioGRID entries manually. If an interaction (both the prote

names) matches with a BioGRID entry for a given abstract, we take this as

O0Mat cho. | f no Bi oGRID entry matches a
abstract, then we take it as ONoc Mat chd
2). We have 250 interactioras matches and it gives a recall of 47.4%w

figure for recall is due to the fact that BioGRID database has interactions from

both abstract and full text of the paper, and for our evaluation we extracted

interactions only from abstracts.

Table (#2): Recall of PIELG when compared with BioGRID database

PIELG Cases Percent %
Match 250 47.4%

No Match 277 52.56%
Totals 527 100.00

Like BioRAT and IntEx, We manually ranalyzed these records with no
reference to BioGRID but instead we counted hownyn of PIELGO s
predictions were correctly extracted from the text. Tabid)(Zhows the recall
from these abstracts BIQIELG, namely 47.4%, which is much higher than
BioRAT (20.31%) and IntEx (26.94%).



Table (#3): Recall comparison of IntEx anddRAT from 229 abstracts when

compared with BioGRID database

Recall PIELG IntEx BIioRAT

Results Cases Percent % Cases Percent% Cases Percent %
Match 250 |47.4% 142 26.94 79 20.31

No Match | 277 52.56% 385 73.06 310 79.69
Totals 527 100.00 527 100.00 389 100.00

7.2.1.3 Precision Analysis

The Precision value of a system is a measure of the specificity of the system. It
gives an idea of the correctness of the system by measuring the number of
times the results are extracted correctly in comparison h&hdtal number of

results.

. | Interactions extractedcorrectly |
Precision = .
| Interactions extracted|

(7.2)

We evaluated precision of extracted interactions manually, and we also
of 399

interactions were extracted from 229 abstracts and each one of the interactions

compared these interactions with BioGRID database. A total

was manually checkefr correctness. Out of 399 interactions, we found 250
of these as "Match" with BioGRID entries for the same abstract. Takle (7
shows these results. Table-gy shows the precision from these abstracts by
PIELG, 62. 65%, which is a bit higher than B®R (55.07%) and but lower
than IntEx (65.66%).



Table (7#4): Precision results for PIELG system, when compared with
BioGRID database.

PIELG compared with BioGRID

Cases Percent %
Match | 250 62. 65%
Totals | 399 100.00

Table (#5): Precision compé&on of IntEx and BioRAT from 229 abstracts

Precision PIELG IntEx  BIioRAT

Results Cases Percent% Cases Percent% Cases Percent %

Correct | 250 62. 65% 142 35.58 239 55.07
Incorrect | 149 47.45% 257 34.34 195 44 .93
Totals 399 100.00 399 100.00 434 100.00

7.2.1.4 The corpus

The first phasef the evaluation process for PIELG system was performed on
the selected corpus. The scope of our experiments is limited to abstracts
describing human protein function. The corpus of the PIELG is selected in
order toevaluate the proposed protgirotein interaction validation method.
This capus is selected to be about proteins currently considered to have roles

in dentine formatiorprocessand involved in dentinogenesis

Amounts of the nottollagenous proteins identin; decorin (DCN), biglycan
(BGN) , osteonectin SPAR(, osteocalcin osteopontin ( SPPJ, bone

sialoprotein andDentin matrix proteinl (DMP-1), which are detected in the
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bone matx, are also found in the dentirHlowever, two extracellular matrix
proteins have been shown to be specific for the dentin matrixDérgin
Sialoprotein (DS and theDentin Sialophosphoprotein (DSPHRurthermore,
dentin is a reservoir of growth facsosuch aslransforming Growth Factor
Beta (TGF3, Bone Morphogenetic protein®MPs), and Fibroblast Growth

Factors (FGF$, since these molecules are captured in the dentin matrix

7.2.1.5 Results for the first evaluation step

In The first step we evaated our system by selecting pairs of proteins which
are known to be interacting with each other from BioGRID. The result of the
first step is that our system has extracted successfullpstedpontin (SPP1)
interacts withCD44 moleculg(CD44). Dentin matrix acidic phosphoprotejn
dentin matrix proteirl (DMP-1) interacts with CD44 molecule (CD44)
Collagen, type;lalpha 1(COL1Al)interacts withdecorin (DCN) biglycan
(BGN) andCD44 molecule (CD44 Also we notice that Dentin
sialophosphoprotein (DSFP) consists of two  proteins Dentin
phosphoproteifDPP) andDentin sialoprotein DSP).

For the second queries which are arbitrary pairs of proteins the system
downloaded abstracts related to that pairs of proteins. The selected corpus
consists of 229 ahbsicts out of 1000 sentences, irdthg abstract titles, with
annotated proteins and interactions. Those 1000 sentences are sentences which
contain one pair of proteins and one interaction word. If a sentence includes
more than one interaction, all interiacts are counted asswers. Additionally,

the presented system tried to extract all. The parser processed 880 sentences,
and did not process 120 sentences. The percentage of parsed sentences is 88%.
The percentage of failed sentences is 12%. After lexegansion, the parser

could parse additional 89 r#ences, and only 31 of 120 sentences are left out.
The parser success rate is higher after personal name conversion and

/
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transformation phees. And so, the percentage of failed sentences becomes
1.2%.

The extracted interactions correspond to 229 abstracts from the PubMed. Using
abstracts I Dés (PubMed | D6s) of t hese
records form BioGRIEP database those interactions represented in the 229
abstracts. BioGRID database entriwsre downloaded as a flat file from.

PIELG system extracted 399 interactions from these 229 abstracts. Among of
those 399 interactions 250 interactions are extracted correctly (matched
BioGRID). For fair comparison, we have also limited our protein name

dictionary used for tagging genes to the iH®Entries.

The extracted interactions were compared with BioGRID entries manually. If
an interaction extracted by PIELG is not found in BioGRID, it can be that (a) it
is a falsepositive &xample, reducing therecision of PIELG; or (b) the
interaction is missing from BioGRID. The latter case consists of interactions
that are mentioned in papers, but have not been added to BioGRID. We
manually reanalyzed these records with no reference to BioGRID rizti¢ad

we counted how many of PIEI@Gpredictions were correctly extracted from

the text. The results of the first phase of the evaluation process gives a rate of
recall and precision of extraction BYELG are47.4%and 62. 65%. BioGRID
contains protein interacms from both abstracts and full text. Since our
extraction system was tested only on the abstracts, the system missed out on

some interactions that were only present in the full text of the abstract.

18 hitp://www.thebiogrid.org/
19 http://www.ihopnet.org
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7.2.1.6 Error Analysis

A detailed analysis of the ses of all types of errors associated with all the
proteinprotein interaction extraction processing stages by PIELG system is
shown in Figure (41),.Different sources of errors identified are: Link Grammar
Parse, Protein Name Tagging, Interaction Wdwdo(d) tagging, Interaction
Extractor and Preprocessing sentences for Link Grammar Parser. For each error
occurred, we identified its source and increased its quota toward error count.
As seen in Figure (I), protein name tagging is prime source of mdsthe

errors (almost 45%). To improve protein name tagging better a named entity
recognition module is needed. Most of the other sources of error are between

5% - 10%, but they need some improvements too.

Among others, the number of errors generatedtaraction extraction stage is
the biggest. The reason is that due to the complicity of the proteinciitara
expression it is rather difficult to compile the appropriate extraction rules and,

therefore, manynteractions are missed out.

Analysis of Errors

O ErmorHate

45%
o 40%
o 35%
ESD%
o 9%
o (]
—
D”fE | [
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= zg T Es o g
= 2 =] g = S o
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Problems ldentified

Figure (#1): Analysis of different types of errors encountered.
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7.2.1.7 Link Grammar Parser Errors

The errors generated in link grammar parsing bechirde Grammar Parser

itself may make some mistakes. For example, when dealing with too long
sentences Link GrammaaBer will get intopanic model in which the paer

can parse even very long sentences quickly, but with considerably reduced
accuracy. For example the sentend&PP is an extracellular matrix protein

that is cleaved into DSP and DPP with a highdgtricted expression pattern in

tooth and bondlt is a too long ambiguous isience.

Other reasons of parsing errors or failures may be for examplarefab
recognize and correctly assign categories to all words in a sentence. These
errors are caused by theresence of domaispecific concept notations
including residue subistitions, chromosome positions, concentrations, cell line

names, measurements of various parameters, etc.

For example the sentenc80OL1A1, BSP, DMP1, the marker for odontoblast
DSPP ad DSP were detected in these cells by inohistochemistry R"-PCR

and in situ hybridizationThis sentence conteins many domspecific concept
notations asimmunohistochemistryand situ hybridization which are not
familiar to the lexicon of the Link Gmmar Parser. A significant portion of
these terms can be described using regular expression formalism which is
implemented in the transformation phase. Lexicon errors constitute the major
portion of parsing failures. Lastly, parsing failures may occue t the

incomplete grenmar.

Ambiguity of the syntactic processing is a critical issue in practical applications
of NLP systems. Due to the mgral ambiguity of syntactic knowledge, each
sentence usually yields a number (sometimes very large) of potsamii@hce
structures, but only one of them is generally considered correct. The source of

/
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ambiguity is invesgated on parsed sentences by observing the structure of
each alternative parse tree and correlating it with the compositional structure of
the coresponding sentence. This analysis revealed that the major sources of
ambiguity are variations in pregitional phrase attachment, and structures of
coordinate conjunctions. For example the senteB&PP and DMPL was
induced by TGHbeta3 in primary cultted dental pulp cellsAnother example

the sentencBSP has enhanced DSPP

The parser gives two linkage repentations. The first representation considers
enhanced DSPRs the object of the verlhas while enhancedhere is an
adjective. The second linkagrepresentation osiders the sentence in past

participle tense so DSPP is the object of the verb enhanced.

7.2.1.8 Discussion about the First Phase

The heart of the system lies in the working of the rules for prediction of
subject, object and theiradifiers. The rules for the PIELG system are derived
by running the link parser on abstracts of scientific papers includisigaat

and titles. Our experimental results show that the PIELG systesaried here
achieves better performance without the netdnanual pattern creation (by

user) which isequired for these other systems .

The highly technical terminology and the complex grammatical constructs that

are present in the biordieal abstracts make the extraction task difficult, Even

a simple sentere with a single verb can contain Imple and/or nested

i nteractions. That 6s why PI ELG i s bas:¢
presented by the Link Grammar and it considers a thorough case based analysis

of contents of various syntactic roles of the smoes as well as their

linguistically significant and meaningful combinations.



Most missed interactions are caused by semantic problems. Currently it is not
necessarily the case that more powerful grammars lead to bettheimical
interaction extractin. Until recently, most Information Extractionssgms for
mining semantic relationships from texts of technical sublanguages avoided full
parsing [82] Semantic Parsers for English language will be more useful and
meaningful for the extraction tasks coampd to Syntactic parsers. But
constructing senmdic parser is a difficult task and this parser will be more
domains dependent. It is imgpant to note, that using the Link Grammar in the
proposed information extraction system makes it agplécto a larg@ number

of areas ranging from pathway analysis to clinical information and protein
structurefunction relatimships. The time took for full parsing is also a problem

for Information Extraction systems.

Although we have demonstrated that the Linkr@rearParser has the potential

to be a useful part of a sgm for extracting biochemical interactions, its
current limitations are also evident, as highlighted by the moderate
performance gain in our experiment. A list of further developments that would
enhane the importance of link grammar parsing in the biomedioalain is

listed below.

1. Extending its dictionary to include technical terms.

2. Extending its unknowaword-guessing rules, so that, for example, the
parser can guess that a word ending wat$eis a protein name and not
a verb.

3. Developing other algorithms, such as template matching, to further
process link paths extracted from the parser's output

4. Modifying the grammar of the parser.



The PIELG systemsuccess to extract detailed nbextual attribute of

interactions by interpreting modifiers like: location/position modifiens &t,

on, i nto, agpnt baece@mpani ment modi fiers
modifiers foré ) , and t heme/iars $fo)c Firalty,i sewveral mo d i f
issues can make eatting interactions and relationships as a difficult job due

to:

1. The task involves free text hence there are many ways of stating the

same fact.

N

. The genre of text is not grammatically simple.

w

. The text includes a lot of technical terminologyfamiliar to existing
natural language processing systems.

4. Information may need to be combined acros®s# sentences.

5. There are many sentences from which nothing should be extracted.

6. The abstracts of some papers are also used to take into consideration

technicalstyle of writing

7.2.2 The second Phase of the Evaluation Process

PIELG can be augmented with various means of graphical packiages.
further evaluation of the PIELG system, it is augmented with a graphical
package for extracting protein interactioformation from sequence databases.
We used Cytoscapewhich is a good tool for drawing directed graphs that can
be adapted for drawing interaction extracted. Cytoscape is a graphical layout
package developed for directed graphs. The augmentation pisaisse for

two reasons. The first reason is to visualize the extracted interactions. The

second reason is to evaluate the extracted interaction by drawing the pathways

20 http://www.cytoscape.org/
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for the extracted interaction. Then we compare those pathways with the stored

pathwaysn Cytoscape.

Second evaluation for the PIELG system was done to extract relationships
between interactions extracted from a collection of sentences (such as one
interaction stimulating or inhibiting another) to construct (Protein Interaction
Pathways) fom abstractsThis could be done bgirected graphs that are used

for visualization of the extracted pathways.

7.2.2.1Cytoscape

Cytoscape is an open source bioinformatics software platformigoalizing
molecular interaction networks andtegrating these interactions with gene
expression profiles and other state datgoscape was initially made public in
July, 2002 (v0.8); the second release (v0.9) was in November, 2002. and v1.0
was released iMarch 2003.Version 1.1.1 is the last stable release for the 1.0
series. Latest version of Cytoscape is 2.6.Qytoscape Core developer team
continue to work on this project and near future, they are going to release next
major version, Cytoscape 310 will be more modularized and scalable version

of Cytoscape.

Although Cytoscape was originally designed for biological research, now it is a
general platform for complex network analysis and visualizati@ytoscape
core distribution provides a basiset of features for data integration and
visualization. Additional features are available gdugins. Plugins are
available for network and molecular profiling analyses, new layouts, additional
file format support, scripting, and connection with databa®lugins may be

devel oped by anyone using t he Cytosca

technology and plugitommunity developmenis encouraged. Most of the

plugins ardreely available
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7.2.2.2Algorithm

The visualization process (Drawing Pathway Diagram) fepecific protein

composed of three stages foreating Networks using Cytoscape:

1. Creating an empty network and manually adding nodesealgesThe

first stageis to create an empty network and manually add nodes and
edges. We gathered the extracted interaction prosperities for a specific
protein from the extracted interactions by the PIELG system. We used
Cytoscape to draw Networks ftre extracted interactions. Proteins are
represented by nodes, and interactions (or other biological relationships)
are represented by edges between nodes. For compactness, a gene also
represents its corresponding protein. Nodes may also be used to

repregnt compounds and reactions (or anything else) instead of genes.

2. Importing preexisting formatted network filesThe second stagas
retrieving the interaction prosperities of the previously mentioned
protein from BioGRID database. The interactions apacific protein
are downloaded as a flat file from BioGRID database. Then we use
Cytoscape to Creating Networks by importing -presting, formatted
network files. Network files can be specified in any of the formats. The
network file can either be locatedirectly on the local computer, or
found on a remote computer. Here we Load Networks from Local
Computer. Weetrieve the interaction prosperities of a specific protein
from BioGRID database. The interactions of a specific protein are
downloaded as a flafile from BioGRID database. Then we use
Cytoscape to Creating Networks by importing -presting, formatted

network files.



3. Importing networks from Web Servic8he third stage is to use
Cytoscape to Creating Networks by importing networks from Web
Servce. From version 2.6.0, Cytoscape has a new feature d&lkdd
Service Client Manager Users can access various kinds of databases
through this function. A web service is a standardized, platform
independent mechanism for machines to interact over theoretw
These days, many major biological databases publish their system with
web service API. This enables developers to write a program to access
these services. Cytoscape core developer team has developed several
sample web service clients using this framek. Currently, Cytoscape

supports the following web services:

1 IntAct: an open source database of protein interaction data, hosted
at EMBL-EBI.

1 Pathway Commons: an open source portal, providing access to
multiple integrated data sets, including: ReactonhetAct,
HPRD, HumanCyc, MINT, the MSKCC Cancer Cell Map, and
the NCI/Nature Pathway Interaction database.

1 NCBI Entrez Gene: a public database of genes, including

annotation, sequence and interactions.

We retrieve ProtenfProtein Interaction Networksdm NCBI Entrez Gene.
7.2.23 Examples implementing the three steps

The visualization process (Drawing Pathway Diagram) for Collagen, type |
(COL1A1l), transforming growth factor, beta(IGFB1) and DMR1 will be

represented as follows. .



7.2.23.1 Cdlagen, type | (COL1A1l)

The first stage: - Gathering the extracted result of the PIELG system for
Collagen, type | (COL1Al) we found that COL1Al interacts with several

proteins as shown in Table-6j.

Table (#6): Protein interactions identified by ALE for COL1Al

Name I Description

S |
TGFEBI [l ransforming growth factor, betaduced, 68kDa,;
R |

I |
T |
T | e
| e e N

We used Cydscapeto create an empty network and manually add nodes and
edges.We draw Networks for the extracted interactions of Collagen, type |
(COL1A1). Proteins are represented by nodes, and interactions (or other
biological relationships) are represented byesdfetween nodes. The final

network is represented in Figure gy
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Figure (#1): COL1A1 Network generated layeating network manually.

The second stage: retrieving the interaction prosperities of Collagen, type |
(COL1A1) from BioGRID database. Thmteractions of Collagen, type |
(COL1A1) are downloaded as a flat file from BioGRID database. Then we use
Cytoscape to Create Networks by importing-exresting, formatted network
files. COL1Al was identified with 51 protein interactions as shown in
Tale (7-7). COL1A1 pathways bymporting FixedFormat Network Filesvill

be explained ifrigure (#2).

Table (#7): Protein interactions of COL1A1 identified IBIoGRID

Name I Description

ITGA2 I]Integrin, alpha 2
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Figure (#2): COL1Al1l Network generated by Importing Fixérmat

Network Files

The Third stage - using Cytoscape to Creating Networks by importing
networks from Web Service. We will retrieve Prot&irotein Interaction
Networks from NCBI Entrez Gene. NCBI web service client uses this section
to build networks. Network generated from Entrez Gene data: The network
below Figure (73) is generated from interaction data matching the keyword
Homo sapiensEdge color represents dasource type (BIND, BioGRID, or

HPRD). NCBI client extracts interaction data from a huge dataset,

Downloading Pathways and Interaction Networks:



Figure (%#3): COL1A1 Network generated by Entrez Gene data



