Spectral Subtraction Denoising Improves Accuracy of Slow Cortical Potential Based Brain-Computer Interfacing
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Abstract—Spectral subtraction denoising as a new preprocessing block for Slow Cortical Potential (SCP)-based brain computer interface is proposed. This method adaptively reduces the noise attached to the signal using spectral subtraction denoising. We show that this technique provides better performance when low number of electrodes is used. This suggests its potential application in portable BCI real time applications where low power and minimum weight are required for practical use. Here, the classification accuracy was used as performance measure. The developed method provides relatively better performance compared to the more commonly used wavelet shrinkage signal denoising.
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I. INTRODUCTION

Brain computer interfacing (BCI) is a tool for direct communication between subjects brain and computer by interpreting brain activity recorded by EEG. Since the performance of such tool relies on the quality of EEG recording, the problem of improving the signal-to-noise ratio (SNR) of EEG signals has been the focus of several research groups. Generally speaking, methods to improve SNR fall into two broad categories; namely, temporal and spatial domain techniques [1]. In temporal domain techniques, finding the time domain similarities of a channel signal is aimed to be used for identification and suppression of noise component in that signal. Methods ranging from improving the SNR by averaging of signals to transform domain based techniques such as different variants of wavelet shrinkage can be used for signal denoising [2], [3]. In contrast, spatial domain techniques [4], [5] use the data acquired from different electrodes to distinguish the true component of the EEG signal from the noise component which assumed to be independent among those channels. Such methods include forms of spatial averaging [6]–[8]. However, it is essential to have large number of electrodes (or channels) to use this approach, which may not be practical in many cases. Furthermore, BCI signals which are preprocessed by techniques in temporal domain have somewhat high computational complexity. Subsequently, it is highly desirable to introduce a method that allows using reduced number of electrodes and improves the BCI systems utility beyond current methods [9].

This work aims to develop a denoising technique for SCP-based BCI data. This new adaptive denoising technique is applied to SCP-based experimental datasets with the performance measure taken as the classification accuracy and compared to the case without denoising and when the widely used wavelet shrinkage denoising technique is used.

II. METHODS

The classification of SCP trials in EEG data is difficult due to the inherent low SNR. To solve this problem, averaging many consecutive trials together is common practice that effectively reduces the random noise. Unfortunately, this causes the communication rate to be significantly diminished. Since the noise coming from background brain activity is inherent to the EEG recording systems, noise reduction methods such as adaptive denoising can increase the SNR, and hence the classification accuracy, of SCP trials.

In this work, we develop a new approach for adaptive denoising that addresses this problem based on the well-known spectral subtraction method [10]. This technique is implied from the fact that accurate information about the random noise model parameters can be easily obtained adaptively from EEG datasets. The technique used the uncorrelatedness of the SCP signal’s deterministic component and the random noise to separate them in the original power spectrum.

A. Spectral Subtraction Denoising Level

EEG signal nature shows that the variation in the estimate of power spectrum may be only due to the random part compromised on it. From the characteristics of the periodogram statistical estimate and the noise variation expected from the predicted model, the noise at each frequency bin of the power spectrum can be expressed as a Gaussian random variable with statistical parameters equal to the noise model. So, we would not effectively remove all parts of the power noise spectrum. That is, the upper half of Gaussian distribution of the noise would still exist in the processed signal [11].

To overcome this problem, we add a slight adjust to obtain direct control over the level of the removed noise. The adjusted equation is

\[ P_{tr}(\omega) = P_{ss}(\omega) - \gamma P_{nn}(\omega). \]  

(1)

Here, we add \( \gamma \) as a factor for controlling the noise removal confidence level. We can statistically express the problem of selecting the value of \( \gamma \) in the form of z test by assigning \( \gamma \) as the p-value of this test. That is, the likelihood of finding a noise part in the output power spectrum is inversely related the selected \( \gamma \) value. On the other hand, as we increase this value the likelihood of removing true signal parts would increase.
In this paper, we studied the effect of several values of \( \gamma \) that improves the performance of this new method. Therefore, it is important to select the optimum value of \( \gamma \) and the resulted classification accuracy was used to choose the best value of it. The optimization criteria of this factor is left for further research.

B. Implementation Steps

The practical implementation steps applied for spectral subtraction adaptive denoising method are:

1) Removing the mean of the signal.
2) Selecting a temporal part within the background/first area of the FT of the SCP signal to obtain the model of noise as illustrated in Fig. 1.
3) Computing the Fourier transform for each channel of the SCP signal and separately saving both the magnitude and phase of the result.
4) Using the periodogram to compute the original/true power spectrum of this signal as the magnitude square of the FT resulted from step 3.
5) Computing the denoised/filtered power spectrum by subtracting the power spectrum of the noise resulted from step 2 with taking into consideration the denoising control factor \( \gamma \) as in (1).
6) Computing the FT of the denoised EEG signal as the square root of the denoised/filtered power spectrum obtained from step 5 multiplied by the phase retained in step 3.
7) Computing the denoised signal from the real part of the inverse FT of the result of step 6.

Then spectral subtraction denoising method is compared with Wavelet Shrinkage denoising method as shown in Fig. 2.

III. EXPERIMENTAL VERIFICATION

To verify our method, we used BCI competition II dataset and compared the classification accuracy with the best achieved results for this dataset. To ensure the consistency of the comparison, the same sequence of processing, feature extraction & selection and classification of [12] was followed with and without an initial preprocessing block based on our method. At the \( k^{th} \) sample and \( j^{th} \) level, WPD coefficients can be obtained from:

\[
d_{j}^{n}(k) = \sum_{m} h_{0}(m-2k)d_{j-1}^{n}(m),
\]

in case of \( n \) is even. and

\[
d_{j}^{n}(k) = \sum_{m} h_{1}(m-2k)d_{j-1}^{(n-1)}(m),
\]

in case of \( n \) is odd.

where, \( k \) and \( j \in \mathbb{Z}, \) the values of \( n = 0, 1, \ldots, 2^{j-1} \) and the couple of quadruple mirror filters \( h_{0}(k), h_{1}(k) \) are related by:

\[
h_{1}(k) = (-1)^{(1-k)}h_{0}(1-k).
\]

After decomposition of the signal by \( j \) levels, the ranges of frequency of all sub-bands at the \( j^{th} \) level are:

\[
\left[ 0, \frac{f_{s}}{2^{j+1}} \right] ; \left[ \frac{f_{s}}{2^{j+1}}, \frac{2f_{s}}{2^{j+1}} \right] ; \ldots ; \left[ \frac{2^{j+1}-1}{2^{j+1}} f_{s}, f_{s} \right],
\]

where, \( f_{s} \) is the sampling frequency.

Since combining information from both time domain and frequency domain can provide more complete features, we used coefficients mean and sub-band energies to create the final feature vector. Fisher distance criterion was used as selection criteria and dimensionality reduction method.

(1) **Average coefficients:** As the useful frequency range of the EEG signal is from 0-50 Hz, we calculated the sub-band means (MEAN\(_{j,n} \)) at the \( j^{th} \) level in this frequency range as primary features using this equation:

\[
\text{MEAN}_{j,n} = \frac{2^{N}}{2^{j}} \sum_{k} d_{j}^{n}(k),
\]

After WPD to the six level (\( j = 6 \)), recommended by [12], and as \( f_{s} = 256 \) for this dataset so according to (5) the sub-band frequencies will be \( \{0-2], [2-4], \ldots \}. \) The useful EEG frequency range is in the first 25 sub-bands which correspond to [0-50]Hz. So we have 25 mean features for each channel.
So our initial mean feature vector contains 150 features (6 channels * 25 features each) \( M = [m_1, m_2, ..., m_{150}] \).

(2) **Sub-band Energy:** Similarly as the average coefficients vector, the sub-band energy vector \( \text{ENERGY}_j \) is calculated at the \( j^{th} \) level which correspond to frequency range of [0-50] Hz as preliminary energy features using the following equation:

\[
\text{ENERGY}_j = \sum_k (d^j(k))^2. \tag{7}
\]

Similarly, for the six channels the feature vector will be \( N = [n_1, n_2, n_3, ..., n_{150}] \). Finally, Fisher distance criterion is used as feature selection criteria to select the most promising features among the mean and energy initial features. The function of Fisher criterion, \( F(w) \), can take the form:

\[
F(w) = w^T S_B w / w^T S_w w, \tag{8}
\]

where \( S_B \) and \( S_J \) are the between-class scatter and the within-class scatter matrices respectively. Fisher weight vector \( w \) can be calculated by maximizing the value of Fisher function \( F(w) \). To measure the separability of features, we used Fisher criterion using the following equation:

\[
J = tr(S_w^{-1} S_B), \tag{9}
\]

where \( S_B \) and \( S_w \) are the between and within classes dispersion matrices respectively. The larger the value of \( J \), the better classification separability obtained from this feature. Creation steps of the feature vector including denoising step is shown in Fig. 3.

After calculating \( J \) for each feature in \( M \) and select the most promising ones with largest values of \( J \) say the first \( d \) values, the new features of mean vector can be written as: \( M' = [m'_1, m'_2, ..., m'_d] \). Similarly, for energy features \( N \), by selecting the first \( l \) values with largest values of \( J \). The new vector will be \( N' = [n'_1, n'_2, ..., n'_l] \). The final feature vector for classification step can be written as \( X = [M', N'] \).

IV. RESULTS AND DISCUSSION

Decomposition of EEG signal to the six level was done using Daubechies Wavelet (db4). There are 64 sub-bands of wavelet packet at the sixth level which are corresponding to frequency ranges of \([0,2],[2,4],...,[126,128]\) Hz, among them there are 25 sub-bands belong to the useful frequency range [0-50] Hz, so the final feature vector consists of 150 features (6 channels x 25 sub-bands in each one). Each component separability \( J \) is calculated using Fisher’s criterion. As we can see in Fig. 4, the separability of the mean vector \( M \), it has two peaks, so the final mean feature vector will be of only two dimensions i.e. \( M' = [m'_1, m'_2] \). Similarly for the energy vector \( N \), separability of each component is shown in Fig. 5, it can be shown that it has a lot of peaks. Selecting the first 15 value (the classification accuracy will not be affected if we increased this value) to construct the final energy vector of 15 dimension in \( N \) i.e. \( N' = [n'_1, n'_2, ..., n'_{15}] \). The final feature vector \( X = [M', N'] \) is of dimension 17 features.

To study the effect of the new method, we construct the feature vector in the same way as described before but with including the spectral subtraction denoising step. Fig. 6 and Fig. 7 show the separability \( J \) of each component in the Mean vector (\( M \)) and the Energy vector (\( N \)) respectively. As we can see from the figures the peaks in the mean and energy vector are the same as before denoising but with larger amplitude which means these features became more promising in classifying the data. Furthermore other peaks appeared which can be added to the final feature vector.

After repeating all the previous steps after adaptive denoising to the EEG data with denoising parameter \( \gamma = 1000 \), we got a classification accuracy (classification is done by four layers probabilistic neural network and the effect of regularized
neural networks is left for further investigations [13]) of 91.4% which is better than the best results obtained in the literature for this data set, also we got 94% after adding 6 more features from energy vector to the final feature vector with insignificant increase in processing time. Table I shows results comparison.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best achieved result of competition</td>
<td>88.7</td>
</tr>
<tr>
<td>Results of Wu Ting et al. [12]</td>
<td>90.8</td>
</tr>
<tr>
<td>Adaptive Denoising with 6 more features</td>
<td>94</td>
</tr>
</tbody>
</table>

**V. CONCLUSION**

A new preprocessing technique for adaptive denoising was developed and its impact on the classification accuracy of SCP-based BCI experiments was verified. Adaptive denoising provided a better performance than wavelet shrinkage denoising method in removing the undesired random noise component of the signal and resulted in an increased classification accuracy. The results of adaptive denoising suggests the potential for practical utility to include the new block as a standard preprocessing step to enhance present BCI systems.
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