ABSTRACT

Parallel magnetic resonance imaging achieves reduction in scan time by collecting a partial set of signals using an array of receiving coils each with a local sensitivity pattern. An image is then reconstructed from the partial dataset using the additional information of coil sensitivity. GRAPPA (generalized auto calibrating partially parallel acquisitions) is one of the most successful reconstruction techniques in which the missing k-space lines are interpolated from the acquired data in the whole coil array using a convolution kernel estimated from a fully sampled data patch in the center of k-space. The interpolation kernel is usually small but fixed in size for all coils. Here, we show that a variable kernel with a size dependent on the coil sensitivity can lead to better image quality. The kernel size is estimated from the ratio of the coil sensitivities obtained from a reference scan or from the same dataset. Conventional GRAPPA kernel estimation and image reconstruction is modified to employ the variable-size kernel for improved reconstruction. The new technique shows improved image quality compared to GRAPPA.
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1. INTRODUCTION

Parallel magnetic resonance imaging (MRI) is a family of acquisition and reconstruction techniques that increase image acquisition speed by taking advantage of the localized sensitivity of multiple surface radio-frequency (RF) coils [1-8]. In MRI, the image is reconstructed from a set of samples collected in the spatial frequency domain, also known as k-space. In conventional (un-accelerated) MRI, the full data in k-space are collected corresponding to a certain field of view (FOV) and resolution in the image, whereas in parallel imaging the k-space is subsampled by a factor $R$. Consequently, individual aliased images are obtained for every coil. These images are either unfolded in the image domain, or the missed k-space lines are estimated from the acquired data and prior information about the coil sensitivities. Many parallel imaging reconstruction techniques have been proposed like sensitivity encoding (SENSE), simultaneous acquisition of spatial harmonics (SMASH), generalized auto-calibrating partially parallel acquisition (GRAPPA) and their derivatives [1-8]. These methods can be generally divided into k-space methods and image domain methods. The k-space methods when used with the additional acquired auto-calibration data are very powerful in cases where determination of the coil sensitivity is difficult or is time varying.

In GRAPPA, reconstruction of data in coil $j$ at a line ($ky, m\Delta k_y$) offset from the acquired data is given by:

$$S_j(k_y - m\Delta k_y) = \sum_{l=1}^{N_y-1} \sum_{b=0}^{N_r-1} n(j,b,l,m)S_j(k_y - bR\Delta k_y) \quad (1)$$

where $S_j(k_y)$ is the signal in coil $j$ at line $k_y$. In this case, $N_r$ lines which are separated by $R\Delta k_y$ are combined using the weights $n(j,b,l,m)$ to form each line, corresponding to an under-sampling (or reduction) factor $R$. The coefficients $n(j,b,l,m)$ represent the weights used in this linear combination. The index $l$ counts through the individual coils, while the index $b$ counts through the individual reconstruction blocks. This process (shown in Fig. 1) is repeated for each coil in the array, resulting in $L$ uncombined coil images which can then be combined using a conventional sum of squares reconstruction or any other optimum array combination [9].

The interpolation kernel is usually small but fixed in size for all coils. In this work, a general variable-size kernel approach is introduced that derives from the theory introduced by Bao and Madsley [10]. The variable kernel used in
this work is two-dimensional (2D) with coil-dependent size. The kernel size is estimated from the coil sensitivities obtained from a reference scan or from the same dataset. Conventional GRAPPA kernel estimation and image reconstruction is modified to employ the variable-size kernel for improving the reconstruction.

2. METHODS

The MR signal generated in the \( l \)th coil is given by

\[
d_l(k_x, k_y) = \sum_{x=0}^{N_x-1} \sum_{y=0}^{N_y-1} r(x, y) e^{i 2\pi (x k_x + y k_y)}
\]

where \( r \) is the weighted spin density of the imaged object and \( C_l \) is the coil sensitivity of coil \( l \). Following the work in [10], Eq. (2) can be re-written as

\[
d_l(k_x, k_y) = \sum_{x=0}^{N_x-1} \sum_{y=0}^{N_y-1} r(x, y) \overline{C_l(x, y)} \overline{C_l'(x, y)} e^{i 2\pi (x k_x + y k_y)}
\]

where \( C_l'(x, y) \) is the sensitivity map of coil \( l \). Following the convolution theorem

\[
d_l(k_x, k_y) = \sum_{\omega_x} \sum_{\omega_y} d_l'(\omega_x, \omega_y) \overline{\widetilde{C}_{l,l'}(k_x - \omega_x, k_y - \omega_y)}
\]

where

\[
\overline{\widetilde{C}_{l,l'}(k_x, k_y)} = \text{FT} \left\{ \frac{C_l(x, y)}{C_l'(x, y)} \right\}
\]

and \( \text{FT} \{ \cdot \} \) denotes the Fourier transformation. Eq. (5) shows that the relation between the signals in any two coils is a convolution operation wherein the convolution kernel is the Fourier transform of the ratio between the sensitivity maps of these two coils. The optimal convolution kernel is thus specific to each coil pair and will be different in size and shape depending on the relative coil sensitivities and the geometry of the coil array. The estimation of the missing lines of each of the coils in conventional GRAPPA is given by

\[
d_l'(k_y - m\Delta k_y, x) \approx \sum_{l'=1}^{L} \sum_{b=0}^{N_b-1} n(l', b, l, m) d_{l'}(k_y - bR\Delta k_y, x)
\]

Although the theoretical kernel \( n \) is of infinite extent, its energy is concentrated at the origin. This is because the individual coil sensitivity profiles are inherently smooth and the Fourier transform of this smooth sensitivity ratio is concentrated in the center of k-space as shown in Fig. 3. This provides a justification for the small size of the convolution kernel used in GRAPPA reconstruction.

Here, we extend the GRAPPA method to include the concept of coil-specific convolution kernel by allowing the size of the kernel \( n \) to vary as a function of the two coils \( l \) and \( l' \). Figure 2 shows the size of the function \( \overline{\widetilde{C}_{l,l'}(k_x, k_y)} \) when truncated at 90% of its total energy (white rectangles). The conventional GRAPPA method is modified to use this truncation window size as the kernel size for each pair of coils.

The proposed technique is validated using simulated data of the Shepp-Logan (SL) phantom [11] with a matrix size 128x128. The phase encoding direction is left-right. Eight loop coils are used in the simulation with coil sensitivity derived from the Biot-Savart law for circular loop coils. Complex Gaussian noise is added to the simulated data of all coils with zero mean and standard deviation that is 0.001 times the root-mean square value of all signals in the eight coils. Different reduction factor \( R=2,3,4 \) were tested as well as different number of ACS lines (8,12,16 and 20 lines).
To determine the kernel size for each coil pair $\tilde{C}_{ij}(k_x, k_y)$ was truncated at 60% of its total energy. The size of the truncation window in the direction of phase encoding is divided by the reduction factor $R$ to get the number of blocks or the kernel size to be used in GRAPPA reconstruction. The kernel size in the frequency encoding direction is the same as the size of the truncation window in that direction. The kernel coefficient estimation is performed by stacking the ACS data from all coils and then using regularized inversion of the resulting linear system to get the different kernels. These kernels are then used in the reconstruction as in GRAPPA except that each kernel corresponding to a coil-pair has its own size. The reconstruction quality is quantified by the SNR measured in the large grey ellipse to assess the noise amplification. The SNR also serves as a measure of the intensity of reconstruction artifacts.

3. RESULTS AND DISCUSSION

The images reconstructed using the proposed variable-size kernel GRAPPA are shown in Fig. 4, along with the conventional GRAPPA reconstruction using a kernel size of four. Less artifacts and better SNR is noticed when the variable-size kernel is used than with the conventional fixed-size kernel when the number of ACS lines is sufficiently high. The better performance of the proposed method is evident for different acceleration factors and for ACS lines greater than eight.

The performance with the variable-size kernel approach is less successful than GRAPPA when the number of ACS line is small. This is due to the ill-conditioning of the system of equations used to estimate the kernel when the number of ACS lines is relatively small. However, for moderate or large number of ACS lines the performance of variable-size kernel is remarkable in suppressing noise that is otherwise amplified with the fixed-size kernel.

The proposed variable-size convolution kernel is a rationale extension of the fixed-size kernel initially employed in GRAPPA. The variable-size kernel follows directly from the mutual coil sensitivity of each coil pair. The kernel is defined though the ratio of the sensitivities of each pair of coils which depends on the inherent sensitivity of each coil and the geometry of the coil array. The kernel is a 2D function and is concentrated in a direction that depends on the location of the two coils under consideration relative to each other.

In this work the kernel size was directly computed from a full-resolution coil sensitivity map, but it can be directly estimated from the auto-calibrating signal acquired in the same dataset. This approach is preferred to acquiring a full scan reference acquisition since it can avoid registration problems when patient motion occurs. Estimation of a low-resolution coil sensitivity ratio can then obtained in the same manner as in auto-calibrating SENSE methods.

The proposed approach of using variable-size kernel can improve our understanding of how GRAPPA works and can help in optimizing the reconstruction as well as the selection of various scan parameters like the number and locations of the ACS lines.

4. CONCLUSIONS

GRAPPA reconstruction with the proposed variable-size kernel provides better image quality with a reduction in the power of artifacts and enhanced SNR. The variable-size reconstruction does not require the acquisition of additional data and can be implemented with little modification to the existing GRAPPA technique.
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Figure 1. Schematic description of GRAPPA with an acceleration factor $R = 2$ and a single auto-calibrating line.

Figure 2. The magnitudes of the Fourier transform of the ratio between the sensitivity of coils pairs in a four-coil array using the Shepp-Logan phantom. Brightness is in logarithmic scale for better visualization. The rectangular boxes overlaid correspond to truncation windows with 90% of the total energy.
Figure 3. Profiles through the center of the Fourier transform of the coil sensitivity ratios between the four coils and the first coil. Note the narrow width of these profiles.

Figure 4. The reconstructed sum-of-squares images using GRAPPA and variable-size kernel GRAPPA for different number of ACS lines and different reduction factors R. The number overlaid on each image is the SNR calculated in a region of interest in the large grey ellipse.