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Abstract—A new adaptive signal-preserving technique for
noise suppression in event-related functional magnetic resonance
imaging (fMRI) data is proposed based on spectral subtraction.
The proposed technique estimates a parametric model for the
power spectrum of random noise from the acquired data based on
the characteristics of the Rician statistical model. This model is
subsequently used to estimate a noise-suppressed power spectrum
for any given pixel time course by simple subtraction of power
spectra. The new technique is tested using computer simulations
and real data from event-related fMRI experiments. The results
show the potential of the new technique in suppressing noise
while preserving the other deterministic components in the signal.
Moreover, we demonstrate that further analysis using principal
component analysis and independent component analysis shows a
significant improvement in both convergence and clarity of results
when the new technique is used. Given its simple form, the new
method does not change the statistical characteristics of the signal
or cause correlated noise to be present in the processed signal. This
suggests the value of the new technique as a useful preprocessing
step for fMRI data analysis.

Index Terms—fMRI, independent component analysis, prin-
cipal component analysis, Rician model, signal denoising, spectral
subtraction.

1. INTRODUCTION

UNCTIONAL magnetic resonance imaging (fMRI) pro-
vides a valuable noninvasive tool for investigating brain
function [1]. It localizes brain activity during mental or phys-
ical activity by detecting the corresponding increase in average
cerebral blood oxygenation or cerebral blood flow [2]. To ob-
serve these hemodynamic changes, rapid acquisition of a series
of brain images is performed. The sequence of images is ana-
lyzed to detect such changes and the result is expressed in the
form of a map of the activated regions in the brain [1].
Classically, most of fMRI studies were conducted using the
so-called block design approach, whereby two sets of data
are acquired. First, a number of frames are acquired while
the subject is at rest or under some baseline condition, then
another set is acquired during the stimulus [1]. This pattern
is repeated for a number of cycles in order to improve the
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signal-to-noise ratio (SNR), which would otherwise be quite
low. Recent advances in both data acquisition and analysis have
improved the temporal resolution of fMRI and made it possible
to observe transient hemodynamic changes with reasonable ac-
curacy. A good example for that is a new experimental design,
similar to that of evoked-response potential (ERP) protocol,
called single trial or event-related fMRI (ER-fMRI). In this
new design, the subject receives a short stimulus or performs
a single instance task while the resultant transient response is
measured [3]. ER-fMRI offers many advantages over block
design that include versatility, investigation of trial-to-trial
variations, and extraction of epoch-dependent information and
direct adaptation of the methods used for ERP to fMRI. The
main drawback of ER-fMRI is the degradation in SNR due to
the transient nature of the response. As a result, such studies
now include epoch averaging [3]. Nevertheless, this comes at
the expense of suppressing the information about intra-subject
variations related to psychophysiological function with each
execution of the task. Therefore, a processing method that
can be used to suppress noise in the acquired data would be
very useful to reduce the experiment duration and preserve the
information within the acquired data [3], [4].

Several methods of data analysis have been used to process
the fMRI raw data. The ultimate goal of such analysis is to
try to separate signal components due to true activation, phys-
iological fluctuations and random noise. The latter two com-
ponents are considered as nuisance and must be removed for
correct results [7]. Several methods have been proposed to sup-
press physiological noise including the use of harmonic model
[5] and noise subspace characterization [6]. Others attempted to
use different strategies to suppress the effect of random noise
in the analysis using finite impulse response (FIR) filter mod-
eling [8], smart spatial averaging [9], inter-epoch averaging [3],
and Wiener filtering [4]. These techniques suffer from at least
one of the following limitations: the need for extended data ac-
quisition for inter-epoch averaging that might not be practical,
assumption of limited epoch-to-epoch variability, dependence
on assumptions about the signal characteristics to build the de-
noising filter, and the inability to use conventional statistical de-
tection approaches because of correlated noise among spatial
and/or temporal points. Therefore, a denoising strategy that does
not have the above limitations would be rather useful in the clin-
ical practice.

Among the most powerful techniques that can be used to sep-
arate signal components are those based on blind source separa-
tion such as principal component analysis (PCA) and indepen-
dent component analysis (ICA). These techniques decompose
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the signal sources using either the second order statistics (as in
PCA) or higher order statistics such as the kurtosis (as in ICA)
to account for the non-Gaussian nature of the sources [12], [13].
According to the assumptions of both techniques, the number
of independent signal components must be less than or equal to
the number of signals to be analyzed [13]. Otherwise, the sep-
aration of components yields incorrect results or even may not
converge at all as in ICA. Unfortunately, this condition is not
satisfied in fMRI data sets. Given the general assumption of un-
correlated noise, the number of components of random noise
alone is equal to the number of signals. The total number of
components has to add the number of components due to phys-
iological fluctuations as well as the activation components. As
a result, the use of PCA and ICA based techniques may not be
successful in practice unless the noise signals are sufficiently
weak. This may account for the limited use of such techniques
in low SNR applications [13]-[17]. Therefore, a technique that
suppresses random noise or removes some of its components
would be rather useful for making the use of PCA and ICA more
robust for clinical practice.

In this paper, we study the problem of reducing the random
noise while preserving the other deterministic components in
fMRI signals. A new adaptive technique is proposed based on
spectral subtraction. This technique relies on the observation
that accurate information about the random noise model param-
eters can be easily obtained adaptively from ER-fMRI data sets.
Given this information, the new technique uses the uncorrelat-
edness of the random noise and the deterministic components
of the signal to separate the two in the original power spectrum.
The theoretical analysis of the new technique and the implemen-
tation details are presented. The new technique is tested using
computer simulations as well as real data and the performance
is analyzed. Finally, the value of the proposed method as a pre-
processing stage for blind source separation techniques such as
PCA and ICA techniques is demonstrated.

II. THEORY

Generally speaking, the fMRI temporal signal can be mod-
eled as the summation of the true activation signal, a physiolog-
ical baseline fluctuation component, and a random noise com-
ponent. The physiological baseline fluctuation component can
be considered as a deterministic yet unknown signal. Therefore,
we will consider a model that is composed of the sum of one
deterministic component d(¢) incorporating both the true signal
and the physiological noise and an uncorrelated stochastic com-
ponent n(t). That is

s(t) = d(t) + n(t). (1)

Since these two component are assumed independent, the cor-
responding power spectra are related by

Pss(w) = Pdd(w) + Pnn(w) (2)

where cross terms vanish because the two components are as-
sumed uncorrelated. Hence, an estimate of the power spectrum
of the deterministic component takes the form [10]

Pdd(w) = Pss(w) — Pnn(w) (3)

That is, the signal power spectrum is obtained by spectral sub-
traction of the noisy signal and noise power spectra. In order
to compute the deterministic signal component from its power
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Fig. 1. Block diagram of the proposed technique.

spectrum, the magnitude of the Fourier transform can be ob-
tained as the square root of the power spectrum. The problem
now becomes that of reconstructing the signal using magnitude
only information about its Fourier transform. Several techniques
can be used to do that. The one used for this paper relies on an
estimate obtained from the phase of the Fourier transform of the
original signal S(w). Hence, the Fourier transform of the pro-
cessed signal S;(w) can be expressed as

Sd(w) _ /Pdd(w) . ej Phaso(S(w)). (4)

The enhanced deterministic signal s4(t) is then computed as the
real part of the inverse Fourier transformation of this expression.
It should be noted that this method is related to the optimum
Wiener filter. A detailed discussion of that is presented in the
Appendix. A block diagram for the proposed strategy is shown
in Fig. 1.

III. FMRI NOISE POWER SPECTRUM MODEL

In order to implement the above denoising strategy, the noise
power spectrum has to be estimated. Our strategy is to use the
background pixels in fMRI images to estimate this model given
that they contain only noise. Nevertheless, the noise model in
fMRI data sets belongs to the Rician distribution. A unique fea-
ture about this distribution is that its characteristics depend on
its mean value ranging from the Rayleigh distribution when the
mean is zero to near Gaussian distribution when the mean is
large enough. In the following, we describe the characteristics
of this model and show that it is still possible to use the noise
characteristics in the background to derive useful information
about the noise model inside the brain.

A. Rician Model Characteristics

The raw MRI data consists of complex valued samples with
real and imaginary parts that can each be modeled as the sum-
mation of deterministic and a Gaussian random noise compo-
nents. For fMRI, which relies on image magnitude, the noise
within each pixel belongs to the Rician distribution [23]. This
distribution form depends in a complex manner on the value of
the means of the real and imaginary part distributions [19], [23],
which are unknown (in fact their values represent the solution
for the denoising problem). The power spectrum of this model
can be computed as the Fourier transform of the autocorrela-
tion function of the data A(7). For the case when 7 = 0, the
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Fig. 2. The simulation of power spectrum flat level for Rician distributions
with different components means. The x and y axes represent the ratio of the
mean to the standard deviation of the noise in one of the quadrature components.
(a) The mean power spectrum level (b) the standard deviation of the mean level
(c) the variance estimated directly from the data (d) the ratio of the mean power
spectrum level and the variance of the data.

autocorrelation function A(0) is the just the second moment of
the data (which is a function of the variance of Gaussian noise
components and the mean values of the components as defined
by the Rician distribution). On the other hand, for all other au-
tocorrelation values where 7 # 0, given the independence and
identical distribution of samples, all values of 7 other than 0
provide identical mathematical expressions and consequently
should be equal in value. Hence, the autocorrelation function
will take the form of a flat distribution with a different value only
at 7 = 0. Consequently, the power spectrum takes the form of
a delta function at the dc value corresponding to the level of the
flat part, in addition to a flat function with a level corresponding
to the difference between the second moment and the flat part in
the autocorrelation function. So, since the dc value is not impor-
tant for our filter, the task of estimating the noise power spec-
trum is now that of estimating a single value of this flat level.

B. Practical Noise Model Estimation

In order to estimate the flat level of the Rician noise power
spectrum, we observe that the numerical evaluations of the
Rician distribution in the literature exhibit special characteris-
tics when the means of the components are much larger than
their standard deviations [19]. A numerical simulation of the
fMRI signal generation was performed whereby two quadrature
components with variable means and similar standard devia-
tions of unity were used and the resultant power spectrum was
computed for all values of the mean (or equivalently in our case
the mean over standard deviation). The time course lengths used
were 64, 128, 256, 512, and 1024 points consecutively and the
results were averaged over 128 time courses in each. The power
spectrum is estimated using the periodogram method as the
square of the absolute value of the discrete Fourier transform of
the time course. The orthogonal discrete Fourier transformation
matrix [20] was used and the results of this simulation for
the case of 512-point time courses are shown in Fig. 2. The
mean value of the power spectrum flat level in Fig. 2(a) and
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Fig. 3. A plot of the factor of the mean power spectrum flat level divided by
the variance calculated from the data versus the number of points in the time
course. The curve looks very close to a linear curve with a slope of zero.

its standard deviation in Fig. 2(b) are plotted versus the ratios
of mean value of each quadrature component to its standard
deviation. It can be noticed that the values of the mean above
approximately five times the standard deviation result in nearly
similar levels for the flat region. Moreover, if we look at the
plot of the calculated variance of the data in Fig. 2(c) and the
division of the mean power spectrum level over this variance
in Fig. 2(d), we observe that the result is a flat curve over all
values of the component means. Also, the results relating the
mean of the flat part in each to the number of points is shown in
Fig. 3. The linear regression of the data provided a formula for
the noise power spectrum model as a linear curve with a slope
of —5.7250e-6 and an intercept of 1.0053. The 95% confidence
intervals for this regression are [—0.1518e-5, 3.7279¢-6] for
the slope and [1.0003, 1.0103] for the intercept. Hence, all
is needed to compute the Rician noise power spectrum is to
compute the variance of an ensemble of the data that need
not have the same mean as the time course of interest. This
conclusion substantially simplifies the implementation of the
proposed denoising method since it shows that the background
pixel time courses can still be used to estimate a model that
would be applicable to brain time courses.

IV. METHODS
A. Adaptive Parameter Estimation of the Noise Model

According to the above derivation, we need to compute the
variance of the data in order to obtain the noise power spec-
trum model using the empirical formula. The simplest way to
do that is to estimate the variance of background areas within
the available data set. In order to avoid bias errors from baseline
variations in calculating the noise variance, the variance is com-
puted from the selected background pixels within each image
in the sequence separately. Then, the average of the obtained
variance values from all images is taken to be the noise model
variance estimate. This simple procedure allows baseline vari-
ations among the images in the sequence to be eliminated thus
providing a more accurate estimate for the noise model. Fig. 4
shows the calculated variance estimates along the time direction
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Fig. 4. Estimation of parametric noise model from data. (a) Designated region
of interest (ROI) for noise model calculation (ROI1) and brain ROI used to
derive the time courses for processing (ROI2). (b) Calculated noise standard
deviation based on ROI versus image number. (c) Calculated noise standard
deviation from time courses of pixels within ROI versus pixel number. Large
fluctuations are observed in (c).

and between different time courses to demonstrate the stability
of the proposed method. As can be seen, the variance computa-
tion from temporal time courses in Fig. 4(c) shows undesirable
fluctuations as a result of the presence of baseline variations. On
the other hand, the calculation of variance from spatial points
within the same image illustrated in Fig. 4(b) appears to be more
robust since the baseline variations do affect pixels within the
same image.

B. Signal Power Spectrum Estimation

Since the proposed technique is applied to a single time
course at a time, the periodogram estimate of signal power
spectrum is expected to have a rather large variance [20]. As
a result, the subtraction of power spectra in (3) may contain
negative values in practical implementations. This causes a
problem in trying to compute the square root to recover the
processed signal. The approach used in our implementation to
overcome this problem relies on replacing all negative values
in the subtraction results by zero. This approach is justified
because all values lower than the estimated power spectrum are
more likely to be noise components within the variance limits
of the periodogram estimate.

C. Control Over Level of Denoising

Given the nature of the original signal, we observe that the
variance in the power spectrum estimate may only result from
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the random component. Since the expected value of the noise
variation is known from the derived model and given the sta-
tistical characteristics of the periodogram estimate, we can ex-
press the noise at each of the power spectrum frequency bins as
a Gaussian random variable with mean and variance both equal
to the noise model [10], [20]. As a result, the subtraction in (3)
would effectively remove only a part of the noise power spec-
trum. In other words, the upper half of the Gaussian distribution
would still remain in the processed signal.

To solve this problem, a slight modification to the technique
is added to allow direct control over the extent of noise removed.
The modified equation takes the form

Pdd<w):Pss<w)_a'Pnn(w>' (5

Here, the factor « is added to control the confidence of noise
removal. This problem can be expressed in the form of a sta-
tistical z test where « controls the p-value of the test. That is,
the larger the value of «, the less the probability that the output
power spectrum contains a noise component. On the other hand,
increasing this value would increase the likelihood that some
parts of the signal may also be removed. Therefore, the selec-
tion of the value of « is useful to fine-tune the results of the
new technique. Several optimization criteria can be used to se-
lect the value of this parameter. An example of these is the use
of entropy based objective function optimized over the autocor-
relation function of the difference between the original and pro-
cessed signals for different « values. This favors the values of «
that give an autocorrelation function with narrow extent around
zero and of minimal side peaks. This tends to preserve the com-
ponents of the true signal, which give rise to periodic peaks in
the autocorrelation function. Another approach is to optimize
the kurtosis of the difference as close as possible to zero to make
sure that the removed signal is only the Gaussian random noise
component. In this paper, we used a fixed value of this param-
eter that is equal to 1 to make it easier to compare the results
and assess the improvement after using this technique as a pre-
processing stage and the optimization of this parameter will be
left for further investigation.

D. Practical Implementation Steps

The following are the steps needed to implement the spectral
subtraction denoising procedure in practice.

Step 1) Select a spatial area within the background part of
the image outside the brain away from the Nyquist
ghosts and obtain the time courses corresponding to
each point within this area.

Compute the variance of the intensity values of this
area at each time point. Averaging the estimate from
all time points to obtain the noise power spectrum
level.

For each point in the image, compute the Fourier
transform of its time course and save the phase and
magnitude parts of the result separately.

Compute the original power spectrum of this time
course using the periodogram method as the square
of the magnitude of the Fourier transform in Step 3.
Compute the denoised power spectrum by sub-
tracting the noise power spectrum from Step 2.
Observe any scaling factors that are introduced by
the Fourier transform definition before performing

Step 2)

Step 3)

Step 4)

Step 5)
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the subtraction in addition to the factor « in (5)
(use a default value of a = 1).

Step 6) Compute the denoised signal Fourier transform as
the square root of the denoised power spectrum
from Step 5 multiplied by the phase retained in
Step 3.

Step 7) Compute the denoised time course as the real part

of the result of Step 6.

E. Applications

The new method can be used as a preprocessing step for dif-
ferent fMRI analysis methods including parametric approaches
(e.g., cross-correlation analysis) as well as nonpareametric tech-
niques (e.g., PCA and ICA). For conventional methods, spectral
subtraction is applied before other post-processing steps in order
to enhance the detection of activation signals for low SNR ac-
quisition methods such as EPIL. On the other hand, when using
PCA/ICA, the new technique is applied to process all pixel time
courses in the acquired data set independently and then the pro-
cessed data set is used for subsequent PCA/ICA. The results are
analyzed to assess the performance of the new technique in en-
hancing the results of PCA and ICA and stabilizing the conver-
gence characteristics of the ICA especially when a small region
is analyzed.

V. RESULTS

The proposed technique was verified using computer sim-
ulations as well as actual data from a human volunteer. The
computer simulations were performed in a similar fashion to
[4] whereby a computer generated ER-fMRI activation signal
was added to an actual baseline data set. The baseline data were
collected on a healthy human volunteer using an EPI sequence
(TE/TR = 25/500 ms, Matrix = 64 x 64, field of view
(FOV) = 20 cm x 20 cm, slice thickness = 5 mm, 640 im-
ages) on a Siemens Magnetom Vision 1.5 T clinical scanner. The
number of epochs was 8 and the length of each epoch was 64.
The generated activation was designed to include inter-epoch
variations in both the magnitude and width of the activation
signal in order to test the performance of the new technique in
preserving such variations. The overall standard deviation of the
generated activation was varied to test the performance under
different values for SNR in a similar fashion to [4].

The actual data were obtained from an ER-fMRI study
performed on a normal human volunteer using a Siemens 1.5 T
Magnetom Vision clinical scanner [4]. In this study, an oblique
slice through the motor and the visual cortices was imaged
using a T2*-weighted EPI sequence (TE/TR = 60/300 ms,
flip angle = 55°, Matrix = 64 x 64, FOV = 22 cm X 22 cm,
slice theckness = 5 mm). The subject performed rapid finger
movement cued by flashing LED goggles. The study consists of
32 epochs with 64 images per epoch. Temporal data from only
4 or 8 epochs of pixels in both the motor and visual cortices
were processed using the new method and compared to the
case when the remainder of the acquired epochs are used for
averaging. The PCA and ICA techniques were applied to de-
compose the signal into its basic components. Both techniques
were used to process time course signals before and after the
new technique is applied on pixels within a window selected by
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Fig. 5. Results from simulations with SNR values of 0.5 and 1.0.

the user. Moreover, the difference signals were also analyzed
from the same window.

The results of applying the new technique to process com-
puter simulated fMRI data are shown in Fig. 5 for SNR values
of 1.0 and 0.5. As can be observed, the noise in the original
data was suppressed significantly in the output and the differ-
ence signal appears free of signal components. In order to com-
pare the new technique to previous methods in a controlled
study, the simulations were repeated 100 times and the resul-
tant signal from each simulation was processed using spectral
subtraction, wavelet-domain Wiener filtering and inter-epoch
averaging of 8 epochs. The root-mean-square (rms) error was
computed between the true simulated signal and the four signals
including the original and the signals processed with the above
three methods. The simulation was repeated for SNR values of
0.25, 0.5, 1, 2, and 4, and the results were plotted in Fig. 6.
The results indicate that the performance of the new method is
comparable to that of the Wiener filter approach and seems to
provide better results that inter-epoch averaging for low SNR.
Notice that the Wiener filter used here was designed given the



KADAH: ADAPTIVE DENOISING OF ER-fMRI DATA USING SPECTRAL SUBTRACTION

RMS Error vs. SNR

0.25 T
- Original
—-©- Spectral Subtraction
? -0~ Wavelet Wiener Filter
\ A Average with 8 Epochs
\
02t 1
\
\
‘.
5 0.15F : 1
st \
e
L '
() a b
= S
o 01t 4
0.05 1
0
0 4.5

SNR

Fig. 6. Comparison between the rms error in the original signal, the signal
processed using spectral subtraction, the signal processed with wavelet-based
Wiener filter, and the inter-epoch average with 8 epochs.

knowledge about the true signal, which is generally not the case
in practical fMRI data processing. Given that the spectral sub-
traction denoising procedure did not depend on any assumption
about the nature of the present signal, it is expected to maintain
its performance under such practical conditions.

In Figs. 7 and 8, the proposed technique is used to process real
fMRI data from two activated pixels with time course lengths
of 512 and 256 points (i.e., correspond to 8 or 4 epochs). The
results look dramatically improved compared to the original. In
fact, they appear even less noisy than the result from inter-epoch
averaging while maintaining the signal structure unaltered. We
also notice that the baseline variations also remained unaltered.
Again, the difference signals appear to have no signal compo-
nents. Also, the filtered signal looks very similar to that obtained
using inter-epoch averaging with the exception of losing the
baseline and inter-epoch variations as a result of this averaging.

In Fig. 9, the results of applying spectral subtraction to
process a sample time course for a nonactivated pixel in the
same data set are shown. As can be observed, the processing
removed a significant amount of the random variations while
keeping the baseline variations intact. This emphasizes the fact
that this processing technique reduces only random noise while
preserving the deterministic parts of the signal—including
physiological noise and baseline variations. To illustrate this
even further, the power spectra of the signal before and after
processing with spectral subtraction are shown in Fig. 10. The
signal in this example is the same as the bottom half of Fig. 7
after removing the dc shift for better visualization. The bottom
row shows the same power spectra as the top row using a
different scale to illustrate the effect of spectral subtraction.
As can be seen, the denoised spectrum is just a downshifted
version of the original with the negative parts clipped. Notice
that the peaks corresponding to the fundamental frequency
and harmonics of the activation signal as well as those due
to baseline variations are still present in the processed power
spectrum. This shows the difference between this approach and
low-pass filtering, which would generally result in losing the
higher frequency peaks and causing signal distortion.
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Fig. 11 shows the results from denoising the same time course
using different values for « including the value of 1 used to gen-
erate all the results in this paper. As can be seen, increasing the
value of this parameter results in losing some of the weak har-
monics in the signal. This is particularly apparent in the lower
two figures as compared to the upper two.

To illustrate the possible practical applications of the new
method, two examples are presented here. The first is the prepro-
cessing of fMRI data sets before parametric activation detection
and the second is preprocessing for nonparametric techniques.
In Fig. 12, Comparison of fMRI activation detection results
without (a) and with (b) spectral subtraction preprocessing using
the same parameters including the same statistical parameter
map threshold. The paradigm used consisted of the following
parts in sequence: left motor, language, right motor, and lan-
guage, with 10 images acquired in each. This paradigm was
repeated four times. The experiment used a gradient echo EPI
sequence with the following imaging parameters: TR/TE =
3000/30 ms, Matrix: 64 x 64, FOV = 220 mm, 32 slices
with slice thickness of 3 mm and distance factor of 0%. The
data were collected on a Siemens Trio 3 T scanner. The analysis
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Fig. 8. Results from actual data for two pixel time courses containing neuronal

activation (length = 256 points).

was done using Brain Voyager software (Brain Innovation B.V.,
Maastricht, The Netherlands). The threshold was set at corre-
lation r > .4 for both maps and the maps were overlaid on
the original data. Both sets of data were motion corrected, slice
timing corrected, and then the time courses of a spatial-tem-
poral Gaussian kernel of size 5 mm X 4 s is used to derive the
maps. The only difference between the two maps was the ap-
plication of spectral subtraction as a preprocessing step for the
second map before all other steps. The results indicate that the
sensitivity of the conventional analysis after denoising is clearly
higher even though the energy of the denoised time courses is
generally lower. Observe also that the activations shown in the
second map seem to be localized and correspond to the brain
areas involved in this paradigm. We believe that this sensitivity
is due to two compounded effects of reducing the random noise
contents in addition to enhancing the performance of other pre-
processing steps such as motion correction, which work better
on denoised data. This is an additional advantage of this method
since it does not require this registration step to be performed
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prior to denoising as all other techniques given that the noise
model is same and that only the activation signal is affected.

In Figs. 13 and 14, the results of applying the PCA and ICA
techniques before and after processing with the new technique
are presented. The PCA/ICA techniques were performed on the
time courses of local regions using a Matlab (Math Works, Inc.)
program based on the FASTICA algorithm [18]. The application
of the proposed method is done in the case when the real time
course data without loss of generality to complex time courses
[17]. The PCA and ICA were applied to the time courses of
pixels within a local region of size 4 x 4 around an activated
pixel in the acquired data set. The figures show the first four
components of the PCA and four selected components from the
ICA results (notice that ICA involves a whitening step that re-
moves any preference of one independent component over the



KADAH: ADAPTIVE DENOISING OF ER-fMRI DATA USING SPECTRAL SUBTRACTION

Denoised Signal for Different alpha Values
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becomes larger, some of the weak harmonics of the actual signal are removed.

Fig. 12.  Comparison of fMRI activation detection results without (a) and with
(b) spectral subtraction denoising using the same parameters including the same
statistical parameter map threshold.

other unlike PCA). The results appear very noisy before ap-
plying the new technique in both methods. The results after it
was used appear significantly clearer. We notice that the base-
line variation component now appears in the ICA results, which
was not present in the analysis before denoising. The results of
applying PCA on the difference signal are shown in Fig. 15. As
can be observed, no periodic components appear on the first four
principal components indicating the random nature of the re-
moved signal. Moreover, severe instability (i.e., no convergence
of the ICA iteration) was observed when using the ICA iteration
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Fig. 13.  PCA/ICA results before processing with the proposed method.

on this difference data. This is expected given the known limi-
tation of ICA when the components are random signals or when
the SNR is very low.

VI. DISCUSSION

The results of using the new technique suggest that it sup-
presses random noise while preserving deterministic signal
components. Because it relies on subtracting the noise com-
ponent (if we ignore the small nonlinear effect of clipping the
negative values in the power spectrum), it does not generally
affect independence of data points within the time course. This
allows the technique to be virtually transparent to conventional
statistical analysis methods, which assume statistical indepen-
dence of samples. This is important for further analysis of the
fMRI data (c.f., activation detection [4] and motion correction
of fMRI time series [21]). This means that no constraints are
imposed on the data analysis when the new method is used as
a preprocessing step.

The technique also has a very small computational com-
plexity. Assuming a data set of L NxN images, the process of
noise model estimation requires a computational complexity
of nearly O(L. - N). The actual denoising of a single time
course requires O(L - log(L)) computations. This means that
the whole data set can be denoised using O(N? - L - log(L))
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Fig. 14. PCA/ICA results after processing with the proposed method. The
improvement from the previous figure is evident particularly in the ICA results.
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computations. For efficient implementation, the noise model is
estimated once and the denoising is implemented only for the
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regions of interest. Given that the denoising of a particular time
course is performed completely independently from the others,
the proposed method can readily take advantage of parallel
processing when available.

In developing the proposed technique, very few assumptions
about the nature of the noise model and no assumptions about
the deterministic signal components are made. This is an ob-
vious advantage compared to previous techniques that rely on
signal models to construct the denoising filter (cf. [4]). Given
that the noise model parameters can be adaptively estimated
from background areas within the fMRI data set, the implemen-
tation of the new technique is expected to maintain robustness.

The new technique provides a statistical control over noise
removal using a single parameter «.. This allows the user to cus-
tomize its use to the specific data analysis tool of his/her choice.
At the same time, it allows the comparison of implementations
between different groups using this unambiguous reference.

The results indicate that new technique enables robust use
of PCA and ICA. The main advantages of using the new tech-
nique come as a direct result of the conditioning of the input
signals to match the requirements of these analysis methods.
That is, to make sure that the number of independent sources is
less than the number of signals. This is reflected on the results
as better convergence characteristics as well as less mixing be-
tween remaining noise components and the deterministic com-
ponents in the output of such analyses. The results emphasize
the non-Gaussian nature of the deterministic fMRI signal com-
ponents. This is evident from comparing the outputs from ICA
as compared to those from PCA. This suggests that a study of
this characteristic of the signal components should be addressed
in a future study using the new technique as a preprocessing
step. A similar study can be performed using the replicator dy-
namics approach, which bears similarity in its assumptions and
limitations to the PCA and ICA [22].

The limitations of the new technique include two parts,
namely, the noise in phase component, and the effect of the
clipping in the subtracted power spectrum. The first is partially
removed when only the real part of the signal is used as the
denoised signal, which effectively means that the phase values
in the negative and positive frequency are averaged. On the
other hand, the effect of spectral clipping can be modeled as an
addition of another random signal that accounts for the clipped
parts. This results in a degradation of the results that was
deemed insignificant by our experiments. Further investigation
of these limitations is required to improve on the results of the
proposed technique.

VII. CONCLUSION

A new signal denoising technique was proposed for fMRI sig-
nals. The new strategy based on spectral subtraction method is
adaptive and simple to implement while offering a substantial
improvement of the SNR. The implementation was described
and its performance was demonstrated using computer simula-
tions and real data. The use of the proposed technique as a pre-
processing step was also shown to substantially improve the per-
formance of PCA and ICA in analyzing fMRI data sets. Further
work is needed to investigate the potential of the new technique
in different clinical applications.
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APPENDIX
RELATIONSHIP BETWEEN SPECTRAL SUBTRACTION AND THE
OPTIMUM WIENER FILTER

The spectral subtraction technique described in this paper can
be expressed in the form

ﬁSS_Pnn

PDDZPSS' J2

@.1)

where Pgs = {|S(w)|?} is the instantaneous (single peri-
odogram) estimate power spectrum of the original signal,
P,, = FE{|N(w)|?} is the ensemble-averaged (true) es-
timate of the power spectrum of noise, and the result is
Ppp = {|Sp(w)|?}, the instantaneous estimate of the power
spectrum of the original signal. The term in parentheses can be
considered as a zero-phase “filter” that acts as a SNR-dependent
attenuator whereby the numerator is considered as an estimate
of the true signal power spectrum while the denumerator is the
true noise power spectrum. The problem of filtering a deter-
ministic signal from additive noise has an optimum solution
furnished by the Wiener filter theory given as

P> PSS_Pnn>

Ppp = Pss - ( 5 (12)

Here, Pss = E{|S(w)|?} is the true power spectrum of the
original signal. Hence, we observe that the spectral subtraction
is an approximation of the optimum Wiener filter in which the
true power spectrum of the signal is replaced by the instanta-
neous estimate of the original signal power spectrum [10]. The
result of this approximation is that the output will be identical
in the mean to the true signal but with variance determined by
the variance of this instantaneous estimate [20]. That is, the pro-
posed methodology is an unbiased estimator of the true signal
provided by the optimum Wiener filter [19].
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